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Challenges and Opportunities for Operations Research
to Improve Humanitarian Decision Making and Collabo-
ration

Burcu Balcik

The complexity of the humanitarian systems and the high stakes for do-
ing good with less have created a great deal of interest in the operations
research community to address challenging problems faced by our so-
cieties and make a difference. In this talk, I will present some research
problems and discuss how operations research can support humanitar-
ian decision making at different levels. The focus will be on designing
effective partnerships among humanitarian stakeholders for strength-
ening disaster preparedness and response capacity. As widely dis-
cussed in the literature, there exist several barriers and challenges for
collaboration and coordination in humanitarian supply chains. How-
ever, given the current crises and future challenges, developing ef-
fective partnerships among key humanitarian stakeholders at interna-
tional, national, and local levels is needed more than ever. I will intro-
duce strategies and methods from insurance theory and supply chain
management that can support designing implementable partnerships.
I will discuss my experience in working with practitioners in these
projects.
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EURO’s open access journals - meet the Editors-in-
Chief
Immanuel Bomze, Jutta Geldermann, Dominique Feillet

An opportunity to exchange with the Editors-in-Chief on relevant char-
acteristics of the three Open-Access journals of EURO, namely
EURO Journal of Computational Optimization (EJCO),

EURO Journal of Decision Processes (EJDP), and

EURO Journal of Transportation and Logistics (EJTL).

We will briefly cover the advantages and benefits of publishing in these
focussed outlets, and look forward to meet ambitious and engaged re-
searchers in person.

A Survey on Mixed-Integer Programming Techniques in
Bilevel Optimization

Martin Schmidt, Thomas Kleinert, Martine Labbé, Ivana
Ljubic

Bilevel optimization is a field of mathematical programming in which
some variables are constrained to be the solution of another optimiza-
tion problem. As a consequence, bilevel optimization is able to model
hierarchical decision processes. This is appealing for modeling real-
world problems, but it also makes the resulting optimization models
hard to solve in theory and practice. The scientific interest in compu-
tational bilevel optimization increased a lot over the last decade and is
still growing. Independent of whether the bilevel problem itself con-
tains integer variables or not, many state-of-the-art solution approaches
for bilevel optimization make use of techniques that originate from
mixed-integer programming. These techniques include branch-and-
bound methods, cutting planes and, thus, branch-and-cut approaches,
or problem-specific decomposition methods. In this survey article,
we review bilevel-tailored approaches that exploit these mixed-integer
programming techniques to solve bilevel optimization problems. To
this end, we first consider bilevel problems with convex or, in partic-
ular, linear lower-level problems. The discussed solution methods in
this field stem from original works from the 1980’s but, on the other
hand, are still actively researched today. Second, we review modern
algorithmic approaches to solve mixed-integer bilevel problems that
contain integrality constraints in the lower level. Moreover, we also
briefly discuss the area of mixed-integer nonlinear bilevel problems.
Third, we devote some attention to more specific fields such as pricing
or interdiction models that genuinely contain bilinear and thus noncon-
vex aspects. Finally, we sketch a list of open questions from the areas
of algorithmic and computational bilevel optimization, which may lead
to interesting future research that will further propel this fascinating
and active field of research.

Structured decision-making for sustainable water in-
frastructure planning and four future scenarios
Judit Lienert

Water supply and wastewater infrastructures are vital for human well-
being and environmental protection; they adhere to the highest stan-
dards, are expensive and long-lived. Because they are also aging, sub-
stantial planning is required. Climate and socio-economic change cre-
ate large planning uncertainties and simple projections of past devel-
opments are no longer adequate. This paper presents the initial phases
of a structured decision-making (SDM) procedure which is designed to
increase the sustainability of water infrastructure planning and includes
various stakeholders in an exemplary Swiss case study. We evaluate the
SDM approach critically based on stakeholder feedback, give general
recommendations and provide ample material to make it applicable
to other settings. We carried out 27 interviews and two stakeholder
workshops. We identified important objectives for water infrastructure
planning, including all three sustainability pillars and their respective
attributes (indicators, benchmarks) to measure how well the objectives
are achieved. We then created strategic decision alternatives, including
"business-as-usual" upgrades of the central water supply and wastew-
ater system as well as semi- to fully decentralized alternatives. To
tackle future uncertainty, we developed four socio-demographic sce-
narios. We used these to test the robustness of decision alternatives in
a later Multi-Attribute Utility Theory analysis. Additionally, we con-
tribute to the topical discussion of combining scenario planning with
multi-criteria decision analysis and demonstrate how various scenarios
can stimulate creativity when generating decision alternatives. Their
internal consistency is ensured by rigorously specifying them using
a strategy generation table. Our SDM procedure can be adapted to
inform decisions about sustainable water infrastructures in other con-
texts.

Integrated optimization of sequential processes: Gen-
eral analysis and application to public transport
Anita Schobel, Philine Schiewe

Planning in public transportation is traditionally done in a sequential
process: After the network design process, the lines and their frequen-
cies are planned. When these are fixed, a timetable is determined and
based on the timetable, the vehicle and crew schedules are optimized.
After each step, passenger routes are adapted to model the behavior
of the passengers as realistically as possible. It has been mentioned in
many publications that such a sequential process is sub-optimal, and
integrated approaches, mainly heuristics, are under consideration. Se-
quential planning is not only common in public transportation planning
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but also in many other applied problems, among others in supply chain
management, or in organizing hospitals efficiently.

The contribution of this paper hence is two-fold: on the one hand,
we develop an integrated integer programming formulation for the
three planning stages line planning, (periodic) timetabling, and vehi-
cle scheduling which also includes the integrated optimization of the
passenger routes. This gives us an exact formulation rewriting the se-
quential approach as an integrated problem. We discuss properties of
the integrated formulation and apply it experimentally to data sets from
the LinTim library. On small examples, we get an exact optimal objec-
tive function value for the integrated formulation which can be com-
pared with the outcome of the sequential process.

On the other hand, we propose a mathematical formulation for general
sequential processes which can be used to build integrated formula-
tions. For comparing sequential processes with their integrated coun-
terparts we analyze the price of sequentiality, i.e., the ratio between the
solution obtained by the sequential process and an integrated solution.
We also experiment with different possibilities for partial integration
of a subset of the sequential problems and again illustrate our results
using the case of public transportation. The obtained results may be
useful for other sequential processes.
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Optimal Classification and Regression Trees

Stream: Machine Learning and Mathematical Optimiza-
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New optimization models for optimal classification
trees
Valentine Huré, Zacharie Ales, Amélie Lambert

Interpretability is a growing concept in Machine Learning. Decision-
making algorithms are more and more used in healthcare, finance or
other high stakes contexts. Therefore, the need for algorithms whose
decisions are understandable is of the utmost importance. Intrinsically
interpretable classifiers such as decision trees are often seen as less
accurate than black box models such as neural networks. For decision
trees, state-of-the-art methods are recursive heuristics (e.g. CART) that
may fail to find underlying characteristics in datasets. Recently, linear
formulations were introduced to model the problem of the construction
of the best decision tree for a given dataset. Notably, OCT, a MIO for-
mulation, has shown better accuracy than CART. However this model
does not scale up to datasets with more than 1000 data points. Our
work focuses on improvements of MIOs that speed up their resolution
in order to handle larger problems. We present a new quadratic for-
mulation based on OCT and another that extends a flow-formulation
(from binary dataset to real-value dataset). We prove that both our new
formulations have stronger continuous relaxation than OCT. Finally,
our experiments show that they have a significantly smaller resolution
time than OCT.

Randomized regression trees: a model variant with dis-
aggregated predictions and a decomposition training
algorithm

Antonio Consolo, Edoardo Amaldi, Andrea Manno

Decision trees are widely used for classification and regression tasks
arising in a variety of application fields. Blanquero et al.(EJOR
Vol.299, 2022) recently proposed a novel continuous nonlinear opti-
mization formulation to train multivariate randomized regression trees
(MRRTSs) which may account for sparsity and fairness. For any given
input vector, the prediction is a weighted combination of the leaf nodes
outputs, where the weight is the probability that the vector falls in the

corresponding leaf node. In this work, we investigate a variant of the
MRRT model where, for every input vector and for every leaf node,
the prediction is expressed as a linear regression of the input variables.
The associated formulation is well-suited not only to decomposition
but also to induce fairness measures. The decomposition training algo-
rithm we present includes a specific initialization strategy and a heuris-
tic for the reassignment of the input vectors along the branching nodes
of the tree. Under mild assumptions, we also establish asymptotic con-
vergence guarantees. The results obtained on 15 datasets from the UCI
and KEEL repositories indicate that our model variant and decomposi-
tion algorithm yield promising results in terms of accuracy compared
with the original formulation, and significant speed-up in training time
and similar accuracy compared with the MILP-based approach de-
scribed in Bertsimas and Dunn, "Machine Learning under a modern
optimization lens", Dynamic Ideas, 2019.

Learning Geospatial Decision Tree Splitters
Margot Geerts, Seppe vanden Broucke, Jochen De Weerdt

In several geospatial analytics applications, in particular house price
prediction, there is a strong tendency to rely on simple traditional mul-
tivariate regression models. However, tree-based methods such as Ran-
dom Forest and LightGBM consistently rank among the best perform-
ing models in this application. Yet, currently available decision tree
learning algorithms are suboptimal for geospatial problems. First, con-
ventional decision tree learners are restricted to univariate horizontal
and vertical decision boundaries. For datasets including spatial data in
the form of X-Y-coordinates, this leads to "unnatural" decision bound-
aries. Second, decision tree learners are insufficiently tailored to op-
erate well on a combination of fine granular geospatial features (X-Y)
and more coarse features (e.g., plot area or EPC). This creates a strong
necessity for a tailored geospatial decision tree learning algorithm with
more appropriate splits that can cope better with coordinates as input
features. Two multivariate decision tree splitters are proposed: diago-
nal splits and Gaussian splits. With diagonal splits, the decision tree
includes linear combinations of features in the set of candidate splits.
Gaussian splits approximate the decision boundary by a Gaussian and
splits around it. Incorporating these multivariate splitters will intro-
duce intractability in finding the optimal split. Therefore, heuristic op-
timization is leveraged to achieve higher performance and scalability.

On sparse optimal regression trees for multivariate
functional data

Cristina Molero-Rio, Rafael Blanquero, Emilio Carrizosa,
Dolores Romero Morales

In this talk, we tailor optimal regression trees to deal with multivariate
functional data. A compromise between prediction accuracy and spar-
sity, as a proxy for interpretability, is sought. In particular, whilst fitting
the tree model, the detection of a reduced number of predictor variables
and the proportion of the domain used by the model is performed. This
is achieved through the inclusion of LASSO-type regularization terms.
The resulting optimization problem can be formulated as a nonlinear
continuous optimization model with linear constraints. We illustrate
the performance of our approach on real-world and synthetic datasets.

m MA-04
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Machine Learning in Marketing and
Behavioral Analytics (I)

Stream: Machine Learning and Mathematical Optimiza-

tion

Invited session
Chair: Vinicius Brei



EURO 2022 - Espoo

MA-05

1-

Utilitarian and hedonic consumer behavior in a super-
market setting: an unsupervised machine learning ap-
proach

Burcin Bozkaya, Zeynep Kucuksari, Selim Balcisoy, Vinicius
Brei

Understanding consumer behavior in terms of hedonic vs. utilitarian
purchase decisions and the underlying factors that lead to such deci-
sions have long been studied in the marketing and psychology litera-
ture. Almost all of this research, however, deals with purchases made
across a large set of shopping categories, such as food (supermarket
or restaurant), entertainment, healthcare, travel, etc. In this research,
we focus on one specific category, which is supermarket shopping, and
analyze shopping transaction data from a store chain in Brazil to un-
derstand and identify hedonic vs. utilitarian consumer behavior in the
supermarket context. We propose measures and an approach to dis-
tinguish hedonic vs. utilitarian purchases along many dimensions in-
cluding brand/no brand, value, quantity/amount, day and time, and lo-
cation. As there is no ground truth or primary data (eg. surveys) that
would indicate the type of each individual transaction or trip to the
supermarket, we conduct an unsupervised approach to identify outlier
transactions that could indicate hedonic or utilitarian designation. Our
approach allows for calculation of a "hedonic score" at the consumer
level as well as product level. The results with the supermarket transac-
tion dataset indicate that our approach produces realistic outputs under
a variety of scenarios. Our approach brings new theoretical perspec-
tives to advance the hedonic and utilitarian literature in management
and operations research.

A City Two Tales: NYC Neighborhood Resilience and
Fragility to the COVID-19 Pandemic from a Mobility Net-
work Perspective

Selim Balcisoy, Mohsen Bahrami, Hasan Alp Boz, Aaron
Nicholas, Nina Mazar, Burcin Bozkaya, Alex Pentland

What predicts a neighborhood’s adaptability to essential public health
policies and shelter-in-place regulations that prevent the harmful
spread of COVID-19? In this paper, we present a novel application of
human mobility patterns and human behavior in a network setting to
answer this question. We analyze mobility data in New York City over
two years, from January 2019 to December 2020, and create weekly
mobility networks of visits from a census block group (CBG) to ev-
ery other CBG and its various points of interest (POIs). Our results
suggest that both the socio-demographic and geographic attributes of
CBGs significantly predict neighborhood adaptability to policies such
as shelter-in-place. That is, our findings reveal that in addition to fac-
tors such as race, education, and income, geographical attributes such
as access to diverse amenities in a neighborhood that satisfy commu-
nity needs were equally important factors for predicting neighborhood
adaptability during the first period of the COVID-19 pandemic, before
vaccinations became accessible. The results of our study provide in-
sights that can enhance urban planning strategies that contribute to pan-
demic alleviation efforts, which in turn may help urban areas become
more resilient to exogenous shocks such as the COVID-19 pandemic.

Adversarial risk analysis for competitive business deci-
sions in uncertain environments

Daniel Garcia Rasines, Simén Rodriguez Santana, Roi
Naveiro, David Rios Insua

Real-world competitive scenarios are complex situations, where infor-
mation may be incomplete and noisy. This can make the decision-
making process a difficult task. In these cases, framing the problem
using Adversarial Risk Analysis (ARA) can prove to be beneficial,
removing the common-knowledge assumptions that hinder the usage
of game theory to better reflect the nature of the problems. Through
ARA’s Bayesian formalism we can construct a supporting mechanism
to aid with making decisions in sensitive issues, which can lead to im-
provements both for the aided entity and its clients.

After exploring some key ideas behind the ARA approach, we em-
ploy it to model different scenarios inside the retirement plan’s market
and in the loan’s market. Through various examples, we are able to
successfully assist in deciding which offer an entity should make to a

potential client to optimize that entity’s expected utility. We have ex-
plicitly shown this through numerical simulations, constructed based
on real-world values for each case. In every scenario, we show the
benefits of the final decision estimated to the decision-maker, for which
the optimal expected utility is achieved. Finally, we discuss different
alternative setups for these problems and further extensions for this
work.

Using satellite imagery and machine learning to fore-
cast energy consumption

Vilmar Boff, Vinicius Brei, Alina Flores, Carla Netto, Ricardo
Limongi

The traditional approach to predicting energy consumption uses time
series forecasting models with historical data. However, the past might
not be a good predictor of the future. Economic development, to look
on the positive side, or energy theft, to look on the negative, can in-
fluence energy consumption. This paper studies the use of satellite
imagery to help improve energy consumption prediction, using a data
type that is exempt from ground-truth measurement problems, such as
energy theft detection. We run the predictions using freely available
data that has been increasingly applied to predict social and business
phenomena: nighttime satellite imagery. We collected monthly night-
time satellite imagery covering the entire Brazilian extension between
2012 and 2019. After extracting the luminosity, we compared the per-
formance of statistical and machine learning models with and without
satellite luminosity. The best-performing model was a neural network
that uses satellite luminosity information to help predict the energy
consumption of different Brazilian states, reaching a MASE of 1.34 on
average and a MAPE of 6.2 on average. Moreover, the best-performing
model improves, on average, in .33% the performance of neural net-
works that do not use satellite data and, in 1.03%, the performance
of the statistical model that uses the same data. Our contributions are
robust and flexible in predicting energy demand at any desired geo-
graphical level.

m MA-05
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Optimization for Deep Learning

Stream: Deep Learning and Applications
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Chair: Sureyya Ozogur-Akyuz
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An Optimization based Framework for Sign Prediction
in Signed Social Networks
Mukul Gupta

The relationships between objects in many real-world networks have
polarity. These networks are called signed networks due to the po-
larity of relationships. In signed networks, the relationships have posi-
tive/negative signs representing the friendship/enmity between objects.
The sign information of relationships would be useful for various min-
ing tasks to get rich insights and to support the decision-making pro-
cess. However, signed networks in the real world are scarcely labeled.
To get the advantage of signed information, the signs of the unlabeled
edges are to be predicted. In this work, the problem of sign prediction
for unlabeled edges in undirected signed networks is considered and
an optimization-based method is proposed. This method is domain-
independent and uses only graph-structural information. Real-world
signed networks are used for experiments to validate the effectiveness
of the proposed method. The performance of the proposed method
is compared to the baseline methods. The results of the experiments
show the effectiveness of the proposed method.

Alternating Optimization framework for Sparse Simulta-
neous Component Analysis Based on Data Integration
Rosember Guerra-Urzola, Juan Vera, Katrijn Van Deun, Klaas
Sijtsma
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Given multiple data blocks from different sources sharing the same
observations (such as psychological questionnaires or genetic risk
scores), Simultaneous Component Analysis (SCA) aims to find a few
linear combinations of the variables that explain as much as possi-
ble the variability in the joined data set. However, rooting the anal-
ysis on all variables makes interpretability difficult, especially in high-
dimensional settings. Therefore, looking for a sparse structure is natu-
ral; it identifies the common and distinctive source of variation across
all data blocks. Solving the sparse SCA problem is intractable, given
its combinatorial nature. Here, the nonconvex SCA problem is formu-
lated as different convex maximization problems over the sphere, in-
ducing sparsity via cardinality constraint and lasso penalties. To solve
these models, optimization algorithms based on the alternating direc-
tions methods are proposed; these algorithms find high-quality feasi-
ble solutions for large dimensions. Extensive experiments, including
a real-world data set, are used to assess the solution quality, computa-
tional time, and scalability of the methods

Using Second-Order Conic Programming as an Embed-
ded Feature Selection Algorithm

Sureyya Ozogur-Akyuz, Muhammad Ammar Ali, Buse Cisil
Guldogus

Feature selection algorithms are essential to correctly classify datasets
with high dimensions. They identify the most important aspects of
a dataset and improve classification accuracy. From a different per-
spective, feature selection can be reframed as a pruning problem. In
this study, we use second-order conic programming as an embedded
feature selection technique with neural networks on multiple synthetic
datasets. This study uses a technique previously used for ensemble
pruning and repurposes it as a feature selection algorithm. This is done
by training a neural network on multiple single features of the dataset
and using their respective outputs to generate a probability class dis-
tribution along with a prediction. This methodology allows implemen-
tation of second-order conic programming to determine features that
contribute most to accurate classification using neural networks as em-
bedded classifiers.

Modeling Ensemble of CNNs via Semi-infinite Program-
ming
Melisa Caliskan-Demir, Sureyya Ozogur-Akyuz

Convolutional Neural Networks (CNNs) have been widely used in
many fields recently which have proved a high success in image pro-
cessing and classification problems. This study aims to develop an
optimization model which prunes the ensemble of CNNs using Semi-
infinite programming (SIP). An ensemble of 300 CNNs has been gen-
erated considering the accuracy and diversity of the architectures. The
objective function is constructed by including the trade-off between
accuracy and diversity using Shannon Entropy measures. While op-
timizing this trade-off, a weight for accuracy and diversity terms are
assigned such that the weights are summed up to one to control this
trade-off in the optimization process. As the solution of the problems
in general highly depends on a given parameter, to avoid such depen-
dency, we transformed the problem into SIP such that the parameter
became an index of the infinite index set of the infinite constraint set.
Here, the solution of SIP refers to the index of CNNs in the ensemble
so that the voting among the new winning candidates through the SIP
solution will become the final prediction of the classification problem.
We tested our new model on CIFAR 10 data set which is a popular data
set in image processing studies to validate new approaches. The per-
formance of the new proposed approach achieves better performance
values in terms of accuracy and F-statistics than existing methods in
the literature.

m MA-06

Monday, 8:30-10:00 - Ul

Discrete-continuous or stochastic
optimization and control in transportation
and design (space-time) |

Stream: Combinatorial Optimization
Invited session
Chair: Gerhard-Wilhelm Weber

1-

Merging a demand-responsive transportation system
with a traditional feeder system to offer a tailored ser-
vice for passengers

Fa4bio Sartori Vieira, Kenneth Sorensen, Pieter
Vansteenwegen

One of the advantages of a flexible transportation system over a tra-
ditional bus system is the ability to adjust the service to meet de-
mand expectations. However, operation costs are higher, especially
in areas with low demand during off-peak hours. Currently, opera-
tors need to offer services in such areas with a minimum availability
for the passengers. This research aims to merge the current opera-
tion of a feeder system in low-demand suburban areas, with elements
of demand-responsive systems. Using a mathematical model to op-
timize the routes and timetable of the services, operators can offer a
more attractive service to passengers at the same cost as the service
they already offer in these locations. The objective is to minimize pas-
sengers’ travel time from the moment they desire to start their trips to
when they arrive at the transfer station, where high-frequency services
to other areas in the network are available. Simulations compare the
effectiveness of this system with the traditional system operating un-
der the same characteristics of demand. As a result, it is possible to
observe a reduction in passengers’ average waiting time by up to 50%.
For different instances with variations in the demand distribution, it is
observed that more stops with temporarily no requests, allow to further
reduce the passengers’ travel time.

Quantum annealing for railway conflict management
Matyds Koniorczyk, Krzysztof Domino, Krzysztof Krawiec,
Konrad Jatowiecki, Sebastian Deftner, Barttomiej Gardas

We are in the Noisy Intermediate-Scale Quantum (NISQ) devices’ era,
in which quantum hardware has become available for application in
real-world problems. However, demonstrating the usefulness of such
NISQ devices are still rare. In this work, we consider a practical rail-
way dispatching problem: delay and conflict management on single-
track railway lines. We examine the issue of train dispatching conse-
quences caused by the arrival of an already delayed train to the network
segment being considered. This problem is computationally hard and
needs to be solved almost in real-time. We introduce a quadratic un-
constrained binary optimization (QUBO) model of this problem, com-
patible with the emerging quantum annealing technology. The model’s
instances can be executed on present-day quantum annealers. As a
proof-of-concept, we solve selected real-life problems from the Pol-
ish railway network using D-Wave quantum annealers. As a reference,
we also provide solutions calculated with classical methods. Our pre-
liminary results illustrate the degree of difficulty of real-life railway
instances for the current quantum annealing technology.

A Clustering and Routing Strategy for the Mobility Al-
lowance Shuttle Transit with Dynamic Checkpoint
Luca Quadrifoglio, Dahye Lee

This study explores a dynamic checkpoint strategy for the Mobility
Allowance Shuttle Transit with Dynamic Checkpoint (MAST-DC). By
introducing a dynamic checkpoint option in the booking process, we
allow customers to walk less distance with a slight increment on the
fare price, which is expected to improve the level of service and in-
crease the service provider’s profit. A sequential iterative two-phase
heuristic model first clusters to minimize customers’ walking distance
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and then routes to minimize vehicle distance traveled. The cluster-
ing is performed using memetic differential evolution (MDE)-based
algorithm, and the routing solves a traveling salesman problem (TSP).
The procedure is repeated iteratively to potentially add more clusters,
should sufficient slack time still be available after the routing. An an-
alytical model is also developed to provide a lower bound estimate for
the dynamic number of checkpoints and an upper bound estimate for
the customers’ average walking distance. A parametric simulation ex-
periment is conducted to explore the impact of system parameters on
the number of dynamic checkpoints and customers’ walking distance
and validate the robustness of the analytical model. Results show that
the proposed MAST-DC system performs best if the demand rate is
approximately 4 customers per square miles and the slack time is be-
tween 150 percent and 200 percent of the direct travel time.

A survey on macroeconomic data in the eurozone and
a control dashboard model based on the kam and
nekhoroshev theorems and the hEnon attractor

Marco Desogus, Elisa Casu

Starting from the examination of the main macroeconomic parameters
that have characterized the structure of the Eurozone in the last decade
- and their systemization - our aim was to apply a model suitable for
describing its dynamics. In particular, the Kolmogorov-Arnold-Moser
theorem was adapted to the question, up to low level perturbations
caused by negative economic conditions, the first symptoms of finan-
cial or exogenous crises, and other turbulence affecting the economy.
We then applied Nekhoroshev’s theorem to represent the phenomena
characterized by the occurrence of stronger resonance as well as the
reactions of the system to the control and recovery measures imple-
mented by the ECB Governing Council. The goal of the paper is to
propose the adoption of a systemic stability planning and control dash-
board - also suitable for the support and stimulation of growth cycles -
with attention to optimal performance, which can be identified in com-
pliance with (or restoration of) the macroeconomic trajectories deter-
mined in the model by the Hénon Attractor. The proposed scheme may
find useful application - both for evaluation and operational purposes -
in the current period, characterized by the complex and compromised
scenario brought about by the SARS-COVID2 pandemic emergency,
which has obviously imposed structured measures to support the econ-
omy.

m MA-07
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Designing heat and electricity production system for ru-
ral areas from renewables with flexible operating units
Istvan Heckl, Andras Eles, Heriberto Cabezas

Our aim is to design an energy system including heat and electricity
production for a rural area. The scheme of flexible operating units,
from the P-Graph framework is applied to gain improvements in a
case study, where available raw material (renewable energy sources)
and possible locations for fermenters and CHP plants are given and
the total profit is to be maximized. The model of the original case
study involving the supply of the municipality of Bad Zell, optimized
with the P-Graph framework was reproduced as a Mixed-Integer Lin-
ear Programming (MILP) model. Data for the newly introduced flex-
ible fermenter model was obtained by multiple linear regression. The
last model was designed in accordance with the flexible operating unit
scheme to compare solutions and model performance with the original

approach. The final version of the model involving the flexible oper-
ating unit scheme was found to be superior in the case study than the
original results reported. This includes a 30% increase in yearly prof-
its because of better utilization of the resources. Almost all renewable
sources were used up except for corn silage. The flexible operating
unit scheme can significantly improve solution quality with respect to
ordinary, fixed input units. This suggests that using flexible operating
units in an optimization model and designing equipment based on the
results can be more advantageous than designing several types of fixed
input equipment and optimizing afterwards.

How flexible sector integration can mitigate storage

needs in renewable energy systems
Jens Weibezahn, Leonard Goke

The provision and need for flexibility will play a pivotal role in the
transformation towards an energy system achieving the Paris Climate
Agreement targets and is shaped by interactions and synergies of both,
electricity supply and demand. Extending the existing literature, this
paper transcends the focus on supply-side options investigating how
synergies with decarbonization beyond the power sector can mitigate
flexibility needs and reduce system costs. The paper applies a bottom-
up planning model capturing operation and expansion of technologies
in the heating, transport, and industry sector. The scope includes 22
distinct energy carriers that can be stored and converted into one an-
other by 120 different technologies to satisfy final demand and trans-
ported by 4 different types of transmission infrastructure. It deploys a
graph-based formulation specifically developed to model high shares
of fluctuating renewables and sector integration. Spatially, the model
covers the European continent subdivided into 96 regions. Reflect-
ing how decarbonization of the energy system is not only a techno-
economic but also a social challenge, the paper compares four different
scenarios varying the role of two technologies that are often met with
public opposition: wind energy and power transmission. Our findings
show that an isolated analysis of decarbonization in the power-or any
other-sector, will miss key interactions and is at high risk of not iden-
tifying the most cost-efficient strategy.

Energy and ancillary services long term co-planning un-
der stochastic scenarios
Erick Sierra

Power systems planners’ work is to anticipate future expansions
needed to operate its power system, facing the load balance issues
and the uncertainty from increasingly cleaner but more variable energy
sources. The discussion turns around on how this increase in renewable
energy penetration may impact the needs of ancillary services, which
are required to support the system operation. Moreover, the planning
tools need to allocate and co-optimize these resources adequately. This
work presents the software FESOP for stochastic power generation,
transmission, and storage capacity expansion planning. This flexible
model considers technical and economic constraints for energy supply
and spinning reserve requirements to address sudden generation vari-
ation. Uncertainty is modeled using different scenarios, consisting of
various renewable generation profiles, water inflows, load profiles, and
fuel costs. The objective function for this multistage stochastic opti-
mization framework is to minimize the total investment costs and the
expected operating cost over a given time horizon. The software yields
the optimal expansion plan, including the investment cost and the ex-
pected operation result of the power system. The software was tested
and validated mainly using the National Electric System in Chile, with
satisfactory results for the energy and ancillary services expansion co-
planning for the 2021-2050 period.

A Stochastic Bi-Level Model for Optimal Expansion
Planning of a Price-Maker Virtual Power Plant
Santiago Maiz, Raquel Garcia-Bertrand, Luis Baringo

Virtual Power Plants (VPPs) play a key role in facing with the variabil-
ity and uncertainties inherent in renewable energy production. They
allow renewable energy sources to participate in the electricity mar-
kets avoiding the possible penalties due to the production deviations
by combining them with conventional power plants, storage units,
and flexible demands. In this work, we address the expansion plan-
ning problem of a VPP that participates in the electricity markets with
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the possibility of building new conventional and renewable generating
units and storage facilities. The problem is tackled with a two-stage
stochastic bi-level model where the upper-level problem represents
the expected profit scheduling the production and building new units,
while the lower-level problem models the clearing of the energy and
reserve markets allowing to play the role of price-maker. The variabil-
ities in the production levels of renewable energy are modeled using
representative days obtained from a modified K-medoids algorithm,
while the uncertainties in the deployment of reserve request are repre-
sented with a set of scenarios. The bi-level problem is converted to a
single-level problem replacing the lower-level problem by its Karush-
Kuhn-Tucker optimality conditions and then further transforms it into a
mixed-integer linear programming model. A realistic case study shows
that considering that the VPP behaves strategically has an impact on
the expansion decisions, increasing its profit.
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Metaheuristics vs. Exact Solvers: Finding Optimal So-
lutions to the Minimum Sum Coloring Problem
Yu Du, Fred Glover

The minimum sum coloring problem (MSCP), a well-known NP-hard
problem, has been the subject of several papers in recent years. Due
to the computational challenge that these problems pose, most solution
methods employed are metaheuristics designed to find high-quality so-
lutions with no guarantee of optimality. Exact methods(like Gurobi)
and metaheuristic solvers have greatly improved in recent years en-
abling optimal solutions to be found to a growing set of MSCP prob-
lems. Moreover, alternative model forms can have a significant impact
on the success of exact and heuristic methods in such settings.

We introduce several alternative models for MSCP and provide a com-
putational study using a standard set of test problems from the litera-
ture that compares the general-purpose exact solver from Gurobi to the
leading metaheuristic solver AlphaQUBO. Our results highlight the
effectiveness of metaheuristic solvers on this test bed and show that a
constrained version of binary quadratic model (QUBO-Plus) using Al-
phaQUBO provides the best performance for finding optimal solutions
to these important problems.

A comparative study of some explicit linearization mod-
els for the quadratic binary optimization problem
Navpreet Kaur, Abraham Punnen

The Quadratic Unconstrained Binary Optimization problem (QUBO)
received considerable attention recently from researchers and practi-
tioners, particularly due to the emerging technology of quantum in-
spired computers and its linkages with QUBO. In this study, we in-
troduce several aggregation based explicit linearization techniques for
QUBO and compare these models with well known linearization mod-
els from the literature. Theoretical as well as experimental compar-
isons are provided. Our experimental results disclose that aggregation
based techniques are viable alternatives for computing lower bounds
for QUBO as well for computing heuristic solutions for the problem.

Hybrid branch-and-fix evolutionary approaches for the
Hamiltonian cycle problem on directed graphs
Roberto Santana, Maialen Murua

There are few optimization methods that can be applied to the Hamil-
tonian cycle problem (HCP) on directed graphs. The Branch and Fix
(BF) algorithm proposed by Ejov et al. (2009) can solve the HCP on

this type of graphs. BF uses the idea that the HCP can be embedded in
a discounted Markov decision problem and addresses this problem by
solving a sequence of linear programs, phantoming branches proved
not to contain any Hamiltonian cycle.

One characteristic of BF is that the time spent to find a solution is sen-
sitive to the way the nodes are labeled. The time for finding a solution
can significantly change depending on this order. Another characteris-
tic of the algorithm is that, if solutions are not found on a given max-
imum computational time, the algorithm produces no output. There-
fore, no useful information is obtained from this computational effort.

In this paper we introduce two variants of hybrid BF evolutionary ap-
proaches (EAs) for HCP. The first approach uses an EA with a permu-
tation representation to find the labeling order of the nodes that max-
imizes the number of vertices fixed by BF during the search of the
Hamiltonian cycle. The second approach exploits the partial solutions
found by the BF algorithm to seed a population of HCP candidates
that are then further explored throughout the EA search, by means of
the application of the genetic operators. Our results show that these
approaches can provide efficiency gains in parallel computation sce-
narios.

4 - A Hybrid Relaxed MIP model and rVNS algorithm for the
Beam Angle Selection problem in IMRT
Guillermo Cabrera-Guerrero, Maicholl Gutierrez, Carolina
Lagos

Intensity Modulated Radiation Therapy (IMRT) is a widely used radio-
therapy technique to treat cancer. The main goal of IMRT is to obtain a
treatment plan that kills cancer cells in the tumour while doing as little
damage as possible to surrounding organs at risk (OAR). To this end,
we must first search for the best possible set of beam angles, called
beam angle configuration (BAC), to irradiate from. This work pro-
poses a reduced variable neighbourhood search (rVNS) algorithm that
generates a set of neighbours using a roulette wheel selection strategy.
The weight of each beam in the roulette is obtained at the beginning of
the algorithm through a relaxed Mixed Integer Programming (rMIP)
model which solves the BAO problem considering all the available
beam angles. The solution of the rMIP gives us the usage of each
beam angle in the treatment plan. Those beam angles with higher val-
ues will have a larger portion of the roulette wheel, while those beam
angles with smaller values are banned. We call this approach the MIP-
based reduced variable neighbourhood search strategy. We tested our
approach on a set of clinical prostate cases. The results show that the
rVNS algorithm using the rMIP strategy leads to better treatment plans
than the rVNS without the rMIP strategy.
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1 - Sequencing unreliable jobs on parallel machines with
job duplication
Ben Hermans, Alessandro Agnetis, Mario Benini, Paolo Detti,
Marco Pranzo

We study the problem of scheduling a set of n unreliable jobs on m
identical machines, where jobs can be duplicated in order to increase
the probability of being successful on at least one machine. If the copy
of a job fails on a machine, then the corresponding machine is blocked
and cannot perform the subsequently scheduled job copies. Given a
revenue for every job that is obtained if and only if at least one of its
copies is successfully completed, the objective is to sequence the n
job copies on each of the m machines so as to maximize the expected
revenue.
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In this talk, we propose a mathematical programming formulation for
the special case of m = 2 machines. Next, for the general case, we pro-
pose an index-based heuristic with a worst-case performance guarantee
that scales logarithmically in the number of machines. Finally, we de-
scribe a local search heuristic as well as a tabu search, and compare
their performance based on extensive numerical experiments.

2 - A Partial Assignment Acceleration Technique for Logic-
Based Benders Decomposition
Elina Ronnberg, Emil Karlsson

Logic-based Benders decomposition (LBBD) is suitable for design-
ing exact methods that hybridise MIP and CP, and such methods have
been especially successful for solving resource allocation and schedul-
ing problems. In general, the efficiency of LBBD methods relies on
acceleration techniques tailored to the problem structure. The most
common ones are to strengthen the master problem, to handcraft im-
proved cuts, and to perform cut strengthening.

Cut strengthening refers to reducing the set of variables included in a
cut to obtain a stronger one. This can be done by a systematic search
where subproblems are solved for different subsets of variables. Our
contribution is to extend such search for feasibility cuts by including
an additional step each time a subset of variables has been evaluated:
(i) If the current subset is confirmed to yield a cut, we form a restric-
tion of the original problem, constructed with respect to the variables
not included in the current subset. If this restricted problem is feasible,
its solution is feasible in the original problem. (ii) If the current subset
does not yield a cut, a restriction is instead constructed with respect
to the variables included in the subset. If a feasible solution to this
restricted problem is found, it yields a feasible solution to the original
problem.

The impact of using our acceleration technique is confirmed by an eval-
uation on 120 publicly available instances of a large-scale multiproces-
sor scheduling problem.

3 - A flow-based formulation for parallel machine schedul-
ing using decision diagrams
Roel Leus, Daniel Kowalczyk, Christopher Hojny, Stefan
Ropke

We present a new flow-based formulation for identical parallel ma-
chine scheduling with a regular objective function and no idle time.
We use a decision diagram that contains all the possible sequences of
jobs that follow specific ordering rules to construct the new formula-
tion. These rules, taken from work by Baptiste and Sadykov, are based
on a partition of the planning horizon into, generally non-uniform, in-
tervals. The new formulation will have numerous variables and con-
straints, and hence we apply a Dantzig-Wolfe decomposition in order
to compute the linear programming relaxation of the new flow-based
formulation in a reasonable amount of time. Moreover, we will see
that the lower bound will be stronger than the lower bound obtained by
the classical time-indexed formulation. We develop a branch-and-price
framework to solve the new formulation, which allows to solve several
instances from the literature for the first time. We also compare with
the arc-time indexed formulation; we find that the two formulations
are not comparable (meaning that neither of the two is stronger than
the other).
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Heuristics for the robust implementation of the Choquet
integral as important index in multicriteria ranking prob-
lems

Eleftherios Siskos, Antoine Desbordes, Peter Burgherr

Decision problems are often characterized by complex criteria depen-
dencies, which can hamper the development of an efficient and the-
oretically accurate multicriteria decision aid model. These dependen-
cies, called criteria interactions have the form of either a redundancy or
synergistic effect, requiring arduous and demanding preference state-
ments for their quantification. In this paper, the behaviour of crite-
ria interactions is analysed, in the context of an interactive robustness
control procedure, until the concurrent acquisition of a stable decision
model and satisfactory evaluation results. For this purpose, a prefer-
ence elicitation framework is developed, based on the method of cards
and heuristically selected pairwise questions. Robustness is assessed,
with the aid of indicators, measuring the reduction of the model’s fea-
sible space, and rank acceptability indices. The latter stem from the
implementation of the hit and run weighting sampling algorithm and a
synergy of the SMAA algorithm with the Choquet integral, approached
as an importance index. The elicitation questions are automatically
sampled and selected, assuring a high information gain in the most
unstable criteria, while averting the bias of favouring the predominant
ranks, achieved in the previous elicitation rounds. The complete frame-
work is applied to various instances of a small-scale ranking problem,
attempting to minimize the number of required questions and the cog-
nitive effort of the decision maker.

Experimental comparative analysis of unambiguous
model selection approaches to solve multi-criteria rank-
ing and choice problems

Michat Wojcik, Mitosz Kadzinski, Krzysztof Ciomek

The additive value function is one of the most popular models for solv-
ing multi-criteria ranking and choice problems. This approach allows
the Decision Maker to express preferences using pairwise compar-
isons, which are then transformed into constraints in the linear pro-
gramming problem. Due to the incompleteness of such a representa-
tion, there may be many coherent models giving different solutions to
the problem. For a more intuitive form, it is necessary to select one
of the functions that best reflects the DM’s preferences. The multitude
and variety of approaches to choosing an unambiguous model make it
difficult to choose the best one. In addition to pairwise comparisons,
some methods also use the results of Stochastic and Robust Ordinal
Regression.

For this purpose, extensive computational experiments were performed
to determine which approaches work best under certain conditions. For
each method, the ability to reproduce a reference ranking and to rep-
resent a whole space of consistent solutions was investigated. For this
purpose, seven quality measures have been defined. The methods were
assessed according to the characteristics of the problem, such as the
number of pairwise comparisons provided by the DM, the number of
alternatives and criteria, and the shape of the marginal value function.
The result of the analysis are guidelines to use the best approaches
depending on the characteristics of the problem. These tips may be
helpful, especially for MCDA experts.

Parametric and non-parametric models to induce a
probability distribution in the space of compatible value
functions

Sally Giuseppe Arcidiacono, Salvatore Corrente, Salvatore
Greco

Ordinal Regression (OR) is a popular methodology of multiple criteria
decision aiding that induces a value function representing the prefer-
ences of a Decision Maker (DM). Based on the remark that, in gen-
eral, there is an infinite plurality of value functions compatible with the
preferences expressed by the DM, Robust Ordinal Regression (ROR)
has been proposed extending OR. Conjugating ROR with a Stochas-
tic Multicriteria Acceptability Analysis, a probability distribution has
been considered in the space of the value functions compatible with
the DM’s preferences. In this context, we propose a methodology to
induce a probability distribution in the space of the compatible value
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functions through parametric and nonparametric models. We also test
the reliability of the obtained results in a set of experimental computa-
tions.

Preference disaggregation: a probabilistic view
Mohammad Ghaderi

Preference disaggregation concerns the construction of value functions
from the preference information supplied by a decision-maker, typi-
cally in the form of qualitative judgments and holistic pairwise com-
parisons of decision alternatives. From a methodological perspective,
similar to discrete choice analysis and choice-based conjoint analy-
sis, preference disaggregation combines the input information with as-
sumptions to identify the relationships between a set of preferentially
relevant variables, i.e., decision criteria, and observed choices, i.e.,
reflected preferences, via constructing interpretable value functions.
Unlike the traditional econometric methods of discrete choice analy-
sis, preference disaggregation analysis circumvents restrictive speci-
fication and distribution assumptions by formulating the problem of
parameters estimation as a constrained optimization problem. Despite
its nonparametric advantages, a drawback of this class of methods is
the deterministic nature of the outputs that they produce and a lack
of concrete theoretical basis to account for the imperfect knowledge
of the problem from the analyst’s point of view. I attempt to fill this
gap by introducing a generalized preference disaggregation framework
that adopts a probabilistic view for addressing the issue of inferential
uncertainty from the analyst’s perspective, or decision-makers perspec-
tive when a constructive view of preferences is at work .
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Energy System Evolution Strategies for Mobile Micro-
grids using Deep Reinforcement Learning Flexibility
Analysis

Cesare Caputo, Michel-Alexandre Cardin, Anna Korre,
Antonio del Rio Chanona, Pudong Ge, Fei Teng

Mongolia presents a unique energy landscape, with a significant popu-
lation following a nomadic lifestyle, and large seasonal fluctuations
in both heating and electricity demand resulting from the local cli-
mate. This creates a number of challenges, and opportunities, in terms
of energy systems capacity planning to balance delicate trade-offs be-
tween mobility, security, efficiency, sustainability and economic feasi-
bility. Given the development of a novel Plug and Play control strategy
which allows for the interconnection of nearby dwellings, the system
evolution strategy of a representative mobile minigrid over 30-years is
considered in this work. Uncertainty is explicitly modelled on herder
migration patterns, demand evolution, energy generation and distribu-
tion capacity. Deep Reinforcement Learning Flexibility Analysis is
then used to evaluate initial design and adaptation strategies under un-
known future conditions for the multi-energy system. The results sug-
gest the development of dynamic solutions, producing a spectrum of
decision-making policies to improve performance under different sce-
narios, measured according to expectations of cost, equivalent emis-
sions, and lifetime unmet load. Decision rules used to guide micro-grid
capacity adaptation under uncertainty are retroactively evaluated, with
important implications for policy makers looking at enabling energy
access for nomadic communities worldwide, and unintuitive insights
in terms of optimal operational strategies.

2-

Deep Reinforcement Learning for Optimized Operation
of Renewable Energy Assets
Jan Martin Specht, Reinhard Madlener

Machine learning and, more specifically, reinforcement learning (RL)
entered operations research literature just recently and are even less
employed in practice. A domain that could profit massively from RL
is the energy sector, which is facing the challenges of transitioning
to sustainable energy solutions. This transition requires the coordina-
tion of a vast number of smart energy assets to optimize their utility in
meeting multiple objectives, e.g. targeted charging of electric vehicles
to max-imize self-consumption or to avoid load peaks in the electric
grids. This study demonstrates the potential and current obstacles of
RL and provides a guide for interested practitioners on how to tackle
similar tasks without advanced skills in neuronal network program-
ming. For the application in the energy domain it is demonstrated that
state-of-the-art RL algorithms can be trained to control potentially mil-
lions of small-scale assets in private households. In detail, the applied
RL algorithm outperforms today heuristic algorithms and only falls
slightly short of the results provided by linear optimization, but at less
than a thousandth of the simulation time. Thus, RL paves the way for
aggregators of flexible energy assets to optimize profit over multiple
use cases in a smart energy grid and thus also provide valuable grid
services and a more sustainable operation of private energy assets.

Electric vehicles and solar panels co-adoption via diffu-
sion models

Sebastian Souyris, Subhonmesh Bose, Sridhar Seshadri,
Diego Ybarra Arana

Electrification has been identified as a critical enabler of the decar-
bonization of transportation. Therefore, it is imperative to study the
adoption growth in solar photovoltaics (PVs) and electric vehicles
(EVs) to plan for this impending transformation. However, existing PV
and EV adoption studies typically ignore the influence between them
and other green technologies, such as the evolution of charging sta-
tions. We employ state-of-art techniques in structural economics—the
dynamic discrete choice model—to study these technologies’ diffu-
sion. Our work projects the adoption of PV and EV trends into the
future under plausible counterfactual scenarios.

Is learning for the unit commitment problem a low-
hanging fruit?
Salvador Pineda Morente, Juan Miguel Morales

The blast wave of machine learning and artificial intelligence has also
reached the power systems community, and amid the frenzy of meth-
ods and black-box tools that have been left in its wake, it is sometimes
difficult to perceive a glimmer of Occam’s razor principle. In this letter,
we use the unit commitment problem (UCP), an NP-hard mathematical
program that is fundamental to power system operations, to show that
simplicity must guide any strategy to solve it, in particular those that
are based on learning from past UCP instances. To this end, we apply
a naive algorithm to produce candidate solutions to the UCP and show,
using a variety of realistically sized power systems, that we are able
to find optimal or quasi-optimal solutions with remarkable speedups.
To the best of our knowledge, this is the first work in the technical
literature that quantifies how challenging learning the solution of the
UCP actually is for real-size power systems. Our claim is thus that
any sophistication of the learning method must be backed up with a
statistically significant improvement of the results in this letter.
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Approximate dynamic programming for liner shipping
network design

Sangmin Lee

The maritime industry revolves around liner shipping services, which
deliver large volumes of commodities around the world via vessels op-
erated on fixed routes and schedules. For this reason, the liner shipping
network design problem (LSNDP) plays a crucial role in the profitabil-
ity of shipping companies. The LSNDP has traditonally been solved
using mathematical programming methods, including mixed-integer
programming algorithms and heuristics. Such methods, however, suf-
fer from poor scalability when the problem is subject to significant
uncertainty in some parameters, such as demand, costs, and sailing
and/or berthing time. In recent years, variations of Approximate Dy-
namic Programming (ADP), also known as Reinforcement Learning,
have shown potential for large-scale stochastic optimization as they
benefit from machine learning techniques. We, therefore, formulate
the LSNDP as a Markov decision problem (MDP), which provides a
basis for applying ADP. To validate the proposed MDP framework, our
starting point is to solve a deterministic version of the LSNDP by value
iteration and for smaller instances. The result shows that the value it-
eration algorithm produces the optimal solution. To handle large-scale
instances and uncertainty, we suggest how to apply ADP to the pro-
posed MDP.

Multi-Agent Trip Planning with Activity Reservations in
Crowded Destinations

Joris Slootweg, Rob van der Mei

In this paper we outline an algorithm for multi agent leisure trip plan-
ning with activity reservations in congested areas with heterogeneous
visitor preferences. We propose an algorithm that starts with creat-
ing a tour for each user with just a small subset of activities assigned
to each visitor. These trips are then expanded in an iterative fashion
to improve the trips of all users. For creating the individual trips we
suggest a greedy blocking heuristic that generates good individual trips
and use a variant of Iterated Local Search on long trips or Full Enumer-
ation on short trips in case we need to escape local optimums. When
evaluating user satisfaction with his trip based on the activities he can
visit. The algorithm outperforms first-come-first-served on large in-
stances with regards to average user satisfaction. At the same time the
distribution of the user satisfaction can also be seen as a lot fairer. On
small instances we solve the instances to optimum using Integer Lin-
ear Programming as well. We show that for small congested instances
the proposed algorithm stays relatively close to the optimal solution
without increasing when the number of users increases. Finally, the
algorithm scales well with regard to the number of users and the num-
ber of events. Since in our computational experiments we found that
the trip length will limit the computational impact of the number on
events. While the capacity will limit the computational impact of the
number of user

A centralized decision support system to determine op-
timal paths for visitors of crowded events

Valentina Morandi

In the last years, technology has been applied to crowded venues with
a level of information that is much higher, compared to the one we
had in the past. An example is the amount of available real-time infor-
mation on shopping malls, theme parks, large fairs, and international
events. Provided information could be multifaceted: the number of
free parking slots, number of people currently visiting the location, en-
trance and location queue waiting time, etc. In most cases, the number
of people simultaneously allowed in a specific area needs to be limited
below a predefined threshold over time, mainly for safety reasons, or
the physical capacity of the points of interest within the venue. Unfor-
tunately, provided information could not help if people intend to visit
the same highly-rated locations within the event since the scheduling
of the visit is chosen autonomously and, hence, queues and delays oc-
cur. In such situations, a coordination mechanism able to provide di-
rections to people regarding where and when to go, as well as tracking
where people are over time, can help avoid overcrowding and create a
better and safer environment. A MILP model has been designed and
tested recommending paths, schedules and arriving time to individuals,
in such a way overcrowded situations are avoided while maintaining a
high standard of service for people entering the event.

4-

Online Algorithms for Multi-Agent Tourist Trip Planning
Problems
Jesse Nagel

Tourist destinations can experience large amounts of congestion, caus-
ing long queues and unhappy travelers. Efficiently distributing tourists
over a number of attractions can increase both user happiness and at-
traction profit. Finding such a distribution, which takes user prefer-
ences into account, is referred to as the Multi-Agent Tourist Trip Plan-
ning Problem. Current algorithms for this problem require the set of
tourists to be known in advance. Such information is however not
always available. Therefore, we introduce an online variant of this
problem where tourists are revealed to the algorithm one-by-one. The
algorithm must immediately and irrevocably decide which attractions
the tourist can visit. Several algorithms to solve this problem are pre-
sented, where we vary the amount of advance knowledge the algorithm
has on the problem set. We compare these algorithms to those available
for the deterministic variant of the problem by applying them to some
example cases. Finally, we show theoretical bounds on the competitive
ratios of the algorithms.
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A new framework to solve flexible jobshop scheduling
problems in the context of Industry 5.0

Madani Bezoui, Alexandru Olteanu, Marc Sevaux, David
Garcia

Human intervention is reduced in Industry 4.0 through automation of
the manufacturing process. Today, Industry 5.0 puts human beings at
the center of the industry, using their creativity and expertise in col-
laboration with powerful, intelligent and precise machines with two
goals: to bring back a human touch in the industry and to have more
personalized products. The aim of this work is to provide a framework
that uses a decision maker preference elicitation algorithm in the form
of an RMP model in the first step, and then incorporates it in resolving
a multi-objective flexible job shop scheduling problem in the second
step. Three objectives to be minimized are considered: the makespan,
the total machining time, and the quadratic difference of the workload
between all machines with the average load. A hybrid Tabu search
method is proposed and tested on publicly available instances. The
link between our approach and Industry 5.0 will then be established.

Explainability and its potential in interactive multiobjec-
tive optimization

Giovanni Misitano, Bekir Afsar, Giomara Ldrraga, Kaisa
Miettinen

Multiobjective optimization methods support decision makers in find-
ing the most preferred trade-offs among conflicting objective functions.
By providing preference information, a decision maker can guide in-
teractive multiobjective optimization methods towards desirable solu-
tions. At the same time, the decision maker learns about the interde-
pendencies among the objective functions. However, the current in-
teractive methods do not really support building an understanding on
how preferences affect the interactive process to find solutions, or how
the preferences should be changed to achieve more desirable solutions.
This is the motivation of our work. We argue that explainability pro-
vides insight in interactive multiobjective optimization. Explainability
is a well-known concept in the field of artificial intelligence, but in
multiobjective optimization, its potential is still untapped. We propose
a new method, R-XIMO, that can augment any reference point based
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interactive multiobjective optimization method with explainability. A
reference point is a preference type consisting of desirable objective
function values. We apply SHAP values in our method to explain ref-
erence point based multiobjective optimization methods. In particular,
we explain to the decision maker both how preferences have affected
computed solutions and how preferences can be changed to achieve
more desirable solutions. Our results show that explanations have a lot
of potential in multiobjective optimization.

Assessing and comparing the performance of interac-
tive multiobjective optimization methods
Bekir Afsar, Ana Belen Ruiz, Francisco Ruiz, Kaisa Miettinen

Many practical applications have shown the potential of interactive
multiobjective optimization methods in which a decision maker (DM)
engages in the solution process iteratively and directs the production
of solutions with one’s preferences. Interactive methods seek to reduce
computation cost and cognitive load by examining a limited number of
solutions at a time. They enable the DM to learn about the trade-offs
among the conflicting objectives, the feasibility of their preferences,
and to adjust their desires based on the gained insight. Because of
these benefits, the number of interactive methods in the literature has
increased significantly. However, most of them have not been assessed
in real-world applications or compared to one another. Choosing the
best-suited method for a problem to be solved is crucial and needs fur-
ther attention. Some aspects of interactive methods can be assessed
without involving humans, whereas others, such as usability, cognitive
load can only be assessed with human subjects.

In this work, we present the journey starting from a systematic review
to realistic means of assessing and comparing interactive methods. We
first list the desirable properties of interactive methods which charac-
terize their goodness. We then present some experimental setups and
designs using both human DMs and so-called artificial DMs. Finally,
we outline prospective research directions, such as quality indicators
specifically designed for interactive methods.
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Electricity forward prices: Modelling and analysis with
Nordic, Brazilian and German data

Stein-Erik Fleten, Marina Dietze, Leif Kristian Falch, Eivind
Almeland Rolstad, Alexandre Street, Davi Valladao

We estimate electricity forward curves based on elementary forward
prices. This novel semi-parametric structural model (i) explores the
non-arbitrage relations between contracts with overlapping delivery
periods, (ii) considers a parametric structure for price seasonality and
exogenous variables, and (iii) uses non-parametric techniques to ex-
tract the remaining inter-temporal and cross-maturity information from
data. We address the multi-objective estimation problem by hierarchi-
cal optimization. Based on historical data, we show that our model
outperforms benchmarks in terms of estimation error for missing data.
We also have access to time series of electricity spot price forecasts,
allowing analyses of ex-ante risk premia and extrapolation of forward
curves.

New variant of the possibilistic FPOM for real option val-
uation for practical purposes
Pasi Luukka, Jan Stoklasa, Mikael Collan

This research proposes additions to the possibilistic fuzzy pay-off
method for real option valuation that allow the practical use of the
method. The additions, pointed at practical consideration of the val-
ued project downside-risk, are based on using a novel interpretation of
the possibilistic mean as a proxy for the weight of the downside and
respectively the upside of a possibility distribution in the context of
project profitability.

The proposed new method-variant can be used in the comparison of
projects with identical upside and non-identical downside and allow
a more realistic consideration of the effect of changes in the real op-
tion value when the circumstances surrounding the downside risk of
a project change. The proposed additions are the first variant of the
possibilistic fuzzy pay-off method for real option valuation and con-
siderably increase the usability of the method in practice.
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A quantitative approach to define reporting segments
Matthias Amen

Segment reporting should give more detailed insights into diversified
companies, but should also avoid information overload. Therefore,
following the International Financial Reporting Standard (IFRS) 8, the
operating segments of a company have to be aggregated to reporting
segments. IFRS 8 gives a set of requirements for this aggregation.

For many companies it may be obvious how to form these reporting
segments. But this may be a complex problem for companies with a
large degree diversification. For those companies it is useful to model
the special assignment problem and optimise it according to a given
criterion.

This presentation shows how such an assignment problem can be
solved with Operations Research methods. It will be demonstrated
on a numerical problem instance.

Verification of the recognition criteria for deferred tax
assets on tax losses carried forward
Carolin Famulla

Regarding to the income taxes, nearly in all European countries there
is the possibility to offset current tax losses with taxable income of
prior or future periods. The time scale and the amount of offsettable
losses is determined by each country itself. In some states, e. g. Ger-
many and France, a tax loss carryback as well as a loss carryforward
are possible, while in other states there exist only the possibility to off-
set current losses with future tax income. According to International
Accounting Standard 12.34, a company has to recognize deferred tax
assets on tax losses carried forward, if there will be a sufficient tax-
able income in future periods to offset the current tax losses, which are
carried forward. In this context, I will present an approach to verify
the recognition criteria for deferred tax assets on loss carryforwards.
Therefore, it is necessary to specify a probability threshold. Taking the
probability criteria, it can be decided, if the futural taxable income is
sufficient to offset the loss carryforwards. Thereby, the tax planning
calculation is used to forecast the taxable income of future periods. If,
as a result, the recognition criteria is not fulfilled because of minor de-
viations from the probability threshold, possibly the forecasted taxable
income can be increased through a plan revision and using tax planning
opportunities.
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3 - Dirichlet-multinomial bandits for systematically priori-
tizing risk management operations
Max Buckley

Our previous work introduced the framing of particular operations risk
management workflows as Bayesian multi-armed bandit problems. We
focused on risk management workflows in which an operations team
is tasked with reviewing entities flagged by multiple lead sources —
in order to remove entities violating company policy. The proposed
approach viewed each lead source as an arm, and at review time chose
between the entities presented based on a composite estimate of how
likely that arm is to be actionable and the size (in dollars, clicks, etc.)
of the entity. This ’prioritization based on optimistic impact’ allows
for a system that aligns the operations team’s prioritization with the
overall business KPIs, while also allowing for a balancing and control
of the exploration/exploitation tradeoff.

This paper extends that work. By moving from a Beta-binomial to a
Dirichlet-multinomial model we move from a simple binary classifica-
tion (non violating, violating), to a one-of-n (non violating, violation
type a, violation type b, etc.). This extension allows management to
provide a vector of violation priority weights. These weights allow
lead sources that flag high weight violations to be prioritized further.
An example of this would be found in video reviews where violations
like harsh language could be given a lower weight than adult content,
which could in turn be given a lower weight than one that induces ad-
ditional legal risk like a copyright violation.

4 - A multivariate Average-Value-at-Risk
Daniela Visetti, Andreas H. Hamel, Daniel Kostner

A definition of Value-at-Risk for multivariate random variables with
respect to a general convex cone was introduced through a set-valued
approach in a paper by Hamel and Kostner in 2018. Here the Average-
Value-at-risk for multivariate random variables is defined. Its proper-
ties are studied and some examples are provided.
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1- Optimal Balancing of Wind Parks with Virtual Power
Plants
Vadim Omelcenko, Valery Manokhin

In this paper, we explore the optimization of virtual power plants
(VPP), consisting of a portfolio of biogas power plants and a battery
whose goal is to balance a wind park while maximizing their revenues.
‘We operate under price and wind production uncertainty and in order
to handle it, methods of machine learning are employed. For price
modeling, we take into account the latest trends in the field and the
most up-to-date events affecting the day-ahead and intra-day prices.
The performance of our price models is demonstrated by both statisti-
cal methods and improvements in the profits of the virtual power plant.
Optimization methods will take price and imbalance forecasts as input
and conduct parallelization, decomposition, and splitting methods in
order to handle sufficiently large numbers of assets in a VPP. The main
focus is on the speed of computing optimal solutions of large-scale
mixed-integer linear programming problems, and the best speed-up is
in two orders of magnitude enabled by our method which we called
Gradual Increase. Apart from the paper, the extensions of Gradual In-
crease will be presented and the operations with other types of assets,
e.g. hydro storage facilities.

2-

Value-oriented forecasting of net demand for electricity
market clearing

Juan Miguel Morales, Miguel Angel Muifioz, Salvador Pineda
Morente

We consider a day-ahead electricity market with uncertain supply (e.g.,
wind and solar power production), where power producers are dis-
patched following a merit order based on marginal production costs.
Unlike the conventional practice of using the forecast value of the un-
certain supply to clear the market, in this talk, we introduce a pro-
cedure to find the estimate of the uncertain supply (typically different
from its conditional expected value) that leads to the most cost-efficient
dispatch considering the subsequent real-time operation of the power
system. This procedure utilizes the predicted value of the uncertain
supply as explanatory variable and translates into a two-stage mixed-
integer stochastic program. Numerical experiments on realistic case
study based on the European power system show that our approach
leads to substantial cost savings compared to the customary way of
doing.

Data Markets for Energy
Jalal Kazempour, Pierre Pinson, Liyang Han

Energy forecasting has attracted enormous attention over the last few
decades, with novel proposals related to the use of heterogeneous
data sources, probabilistic forecasting, online learning, etc. A key as-
pect that emerged is that learning and forecasting may highly bene-
fit from distributed data, though not only in the geographical sense.
That is, various agents collect and own data that may be useful to
others. In contrast to recent proposals that look into distributed and
privacy-preserving learning (incentive-free), we explore here a frame-
work called regression markets. There, agents aiming to improve their
forecasts post a regression task, for which other agents may contribute
by sharing their data for their features and get monetarily rewarded
for it. The market design is for regression models that are linear in
their parameters, and possibly separable, with estimation performed
based on either batch or online learning. Both in-sample and out-
of-sample aspects are considered, with markets for fitting models in-
sample, and then for improving genuine forecasts out-of-sample. Such
regression markets rely on recent concepts within interpretability of
machine learning approaches and cooperative game theory, with Shap-
ley additive explanations. Besides introducing the market design and
proving its desirable properties, application results are shown based on
simulation studies (to highlight the salient features of the proposal) and
with real-world case studies.

Meeting Corporate Renewable Power Targets
Alessio Trivella, Danial Mohseni-Taheri, Selvaprabu
Nadarajah

Several corporations have committed to procuring a percentage of their
electricity demand from renewable sources by a future date. Long-
term financial contracts with renewable generators based on a fixed
strike price, known as virtual power purchase agreements (PPAs), are
popular to meet such a target. We formulate the problem of meeting a
renewable target using a portfolio of PPAs as a Markov decision pro-
cess accounting for price and supply uncertainties. Since computing an
optimal procurement policy is intractable, we consider forecast-based
reoptimization heuristics that vary the sourcing of different PPA types
and the timing of new agreements, and propose a novel information-
relaxation based reoptimization heuristic. We perform a computational
study involving realistic PPA instances and stochastic models of the
uncertainty calibrated on data. Our findings support the effectiveness
of PPAs for meeting a target, highlight the benefit of sourcing and tim-
ing flexibility in procurement decisions, and show that dynamic PPA
portfolios from our information-relaxation based procurement heuris-
tic are near optimal. Our insights may thus help companies tying the
knot between climate goals and financial performance.
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A network flow model to reduce peak-hours congestion
in fithess centers with an account for users’ preferences
Franklin Djeumou Fomeni, Matthieu Gruson, Janosch
Ortmann

It is well known worldwide that physical activity is a good medium to
keep a healthy body. People around the world are becoming more and
more health conscious and are engaging in physical activities. Over the
past few decades, there has been a noticeable boom in the number of
fitness centers around the world as well as the number of fitness centers
users. In addition to contributing to the health of the population, fitness
centers contribute significantly to the economy. They make profit by
recruiting new members or by making sure that existing members do
renew their memberships. During peak hours at fitness centers, the
number of people present in the facility is usually larger than the num-
ber of equipment available in the facility. Therefore, some customers
have to idle while waiting for equipment to be free, or sometimes have
to exercise with equipment that they did not plan to use, thus deviating
from their workout plans. As a result, fitness companies lose a signifi-
cant number of customers or fail to attract potential customers. In this
talk, we will present a network flow optimization model that can be
used to reduce peak-hours congestion in fitness centers, as well as to
improve the experience of the customers in fitness centers. The model
maximizes the utilization of the facility equipment, while ensuring that
each customer can perform their workout plan with a minimal idling
time.

Analysing the schedule of the Finnish Hockey League
Jari Kyngés, Kimmo Nurmi, Nico Kyngis

The schedule of the Finnish Hockey League has been under discussion
in the recent years. Experts and viewers have been considering when
to play and against whom to play to get as much spectators as possible.

We used data from season 2014-2015 to season 2019-2020. The last
round from season 2019-2020 was extracted from the data because
covid-19 regulations forbade spectators. We also excluded all the spe-
cial games, such as those played outdoors, because they all had much
more spectators than the venues would hold and therefore these games
would skew the analysis.

‘We analyzed the number of spectators per month and per weekday for
each team separately. Usually, this kind of information is published for
the entire league, but we believe it should be considered for each team
separately. It turns out that there are quite clear differences between
the teams. It is believed that Saturday is the most profitable game day,
but it seems that this is not the case for every team.

We also analyzed each game, opponent by opponent, to find out which
games were the most attractive, i.e., had the most spectators and pos-
sibly the highest revenue. For this, we had to consider the weekdays
the games were played because there are usually more spectators on
weekends than on working days (excluding Friday).

Finally, we also were able to extract the most attractive games, i.e.,
games that should be played in the weekends.

Automatic Generation of Amateur Tennis Tournament
Arnaud Malapert

A knockout tournament is a type of tournament where, in each round,
the losers are eliminated while the winners advance to the next round.
Its design has been studied for balanced tournaments where play-
ers have played the same number of matches, plus or minus one, at
any round, because they are frequent in professional sports. Another
knockout tournament setting is very popular where players start at dif-
ferent rounds depending on their ranks. This is more relevant when

there are many players with very different strengths, such as in am-
ateur tournaments. In this work, we define a new data structure, the
matches graph, that represents knockout tournaments and an integer
program for designing it with great flexibility and expressiveness. This
general approach is applied to the French Amateur Tennis Tournament
Problem that is based on the national sports regulations. The experi-
mental results show its efficiency, scalability, and flexibility. Real-life
instances are solved within a few seconds and a use case highlights its
practical interest.
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Mathematical Programming with Julia - New open-
source book
Thomas Stidsen, Richard Lusby

Mathematical Programming i.e. Linear Programming (LP) and Mixed
Integer Programming (MIP) have been very succesfull tools for math-
ematical planning and have been applied in many different application
areas. Here we will briefly introduce a book, which we have written
based on 18 years of teaching mathematical programming modelling.

For decades specialized modelling languages like GAMS, AIMS, Opl-
Studio etc. have been applied to make model building easier. Over
the last decade standard programming languages have gotten better
and better mathematical programming modelling support. Our book
is based on the Julia programming language, utilizing the JuMP mod-
elling package. Julia and JuMP is open-source software and supports
open-source solvers like Clp, Cbc, HIGHS and GLPK and naturally
commercial solvers like Gurobi, Cplex and FICO Xpress. Our book
will not only be open-source but it will also contain working code ex-
amples for all exercises. We target entry level OR teaching for students
with basic programming experience and a basic understanding of OR
concepts. Our main motivation is to make OR solution methods more
accessible in general.

Gamification as a motivational tool to improve the per-
formance and skills acquisition of social science stu-
dents in quantitative subjects

Marina Segura, Jests Barreal

Gamification has become an increasingly used tool in the field of uni-
versity teaching. Its use has demonstrated its usefulness in motiva-
tional aspects and improving academic performance. In this regard,
student motivation is one of the most difficult challenges university
professors due to its relationship with the acquisition of knowledge
and relevant skills to the degree they are studying and ultimately with
the performance of some subjects. The negative predisposition towards
quantitative subjects, such as operational research and statistics, of stu-
dents in social sciences has been highlighted, and it is a challenge for
the professor to change these attitudes. The objective of this work asso-
ciated with a teaching innovation project is to improve the motivation
and attitude of social science students towards quantitative subjects, as
well as their active participation in the teaching-learning process, indi-
vidually and in groups, with the ultimate aim of increasing their skills
and performance.
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Exploring the Decisive Factors of Port Logistics Service
Quality - Using Fuzzy Delphi, ISM with Fuzzy MICMAC
and ANP

Jing Li, Chi-Hui Wu, Chien-Ke Huang, Tzu-Yuan Hsu

Port Logistics Service Quality is the key factor to affect the competi-
tiveness of every country’s trades. Port Logistics Service Quality in-
cludes multiple characteristics and complexly intertwined relations. It
is the port authorities’ important issue on how to gather up resources
and develop effective logistic service qualities precisely under limited
resources. Therefore, this research applies ISM with Fuzzy MICMAC
and ANP to analyze decisive factors and weight relations which affect
the port logistics service quality in order to gather up resources and
develop effective logistics service qualities precisely for port logistics
dealers and to provide port authorities with the administration refer-
ences. This research retrospects to the past literatures and invites a few
experts and scholars to assess the relevant relations that affect logistics
service qualities and to analyze the relation between cause and effect
on the dimensions and criteria with ISM and Fuzzy MICMAC so as
to ensure decisive factors that affect the port logistics service quality.
Finally, use ANP to evaluate the weight relations that affect the port
logistics service quality in order to find out the weight relations of the
dimensions and criteria.

Exploring the Decisive Factors of Influencing Learners’
Learning Behaviors and Outcomes in University Music
Education Applying Information Technology

Fang-Jie Shiu, Jing Li, Chi-Hui Wu

This article applies the Fuzzy Delphi, the Fuzzy DEMATEL and the
ANP to analyze and explore the decisive factors and weight relation of
learners’ learning behaviors and outcomes which affected by applying
IT to assist music course teaching. The learners’ learning behaviors
and learning outcomes contain multiple characteristics and have com-
plex and entangled tendencies. This study aims to clarify the causal
relationship between learners’ learning characteristics and learning’s
important key factors which under the application of IT-assisted music
teaching, to provide introduction or improvement of teaching strate-
gies and curriculum design for the integrating IT into music teaching
to educational institutions and schools, meanwhile, to trigger learners’
learning behaviors and improve learners’ learning outcomes. The re-
search results show that, in terms of dimensions, the IT-assisted music
teaching is a decisive dimension that affects learners’ learning behav-
iors and learning outcomes, and it affects the other six dimensions;
Among the criteria, music performance, instrument teaching, and mu-
sic research courses of IT-assisted music teaching are the decisive cri-
teria that affect learners’ learning behaviors and learning outcomes.
Therefore, before designing music courses and teaching materials that
incorporate information technology, the learners’ learning background,
experience, and abilities.
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Measuring the Circular Economy: an application to Eu-
ropean Union countries
Maria Borrego-Marin, Laura Riesgo

The circular economy is a model of production, distribution and con-
sumption in which the value of products, materials and other resources
remains for as long as possible (e.g., recycling, repairing, etc.), in order
to increase the sustainable and efficient use of such resources and min-
imize waste generation. Measuring the circularity is of great relevance
in the transition from a linear to a circular economy. This work aims
at analysing a novel available indicator for measuring the circularity
focused not just on environmental but on economics, social and gov-
ernance criteria to assess its applicability in European Union countries
using data from Eurostat. The methodology applied is based on a mul-
ticriteria decision method called unweighted TOPSIS (UWTOPSIS).
This approach handles criteria weights as decision variables in a set of
optimization problems where the objective is to maximize the relative
proximity of each alternative to the ideal solution. The result is a new
relative proximity index which is a function depending on the values
of the weights. This index will allow the valuation of circularity of
countries which may play a significant role in helping European Union
toward a more resilience and sustainable future.

An optimization model to support the supply network
design for a packaging extended producer responsibil-
ity system

Pablo Andrés Maya Duque, Jesus David Galarcio Noguera,
Gloria Ramirez

The linear paradigm of production and consumption which is based on
the idea of "taking, using and disposing", is being challenged by the
circular economy. This upcoming paradigm aims at retaining as long
as possible within the system, the use and value of resources, materials
and products. The adoption of the different strategies of the circular
economy imposes new challenges for the supply chain and operation
management. We describe an optimization model to support the design
of supply networks for the operation of an extended producer respon-
sibility (EPR) system within the packaging sector. The EPR translates
to the producer the responsibility of managing the end of life of the
products (in this case packaging of the products) that they put into the
market. To do so, producers usually gather together into an external or-
ganization that deploys a supply network to fulfil the requirements of
the EPR. The proposed model considers the location decisions related
to the definition of the required supply network, takes into account the
possible flows of material, and the needed strategies, such as paying
deposits and refunding them, to make the system sustainable. A case
study inspired on the data for a region in Colombia is used to validate
the model.

Sustainable seaweed supply chains: establishing farms
and enterprises towards responsible sourcing
Mariana Cerca, Amanda Sosa, Fionnuala Murphy

Seaweed supply chains have wide applications related to food and
food-related industries, pharmaceutics, cosmetics, as well as prospects
in the production of bioplastic, biofuels and other novel products.
Based on its potential of meeting sustainability goals, innovative busi-
ness models and supply chains based on the sourcing of seaweed as raw
biomass material have been increasing. However, the supply of marine
macroalgae in the European context is mostly relies on the sourcing
of wild stocks, which is perceived as unsustainable considering fur-
ther expansions of the sector and the need for establishing cultivation.
In alignment with sustainability strategies for the development of re-
sponsible supply chains, we applied a modified business model canvas
to qualitatively analyse emerging seaweed farms in Ireland. The find-
ings indicate that businesses components are closely aligned to envi-
ronmental and social value propositions, although in economic terms it
is still volatile and connected to public funding and support schemes,
business diversification, farming-scale, market opportunities and verti-
cal integrations of the supply chain. This study contributes to a better
understanding of seaweed supply from farming systems in the Euro-
pean context, adding to the blue circular bioeconomy debate and to-
wards further advancements of socially responsible sourcing and sus-
tainable bio-based supply chains.
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Does the Circular Economy Fuel the Throaway Society?
The Role of Opportunity Cost
Régis Chenavaz

The efficient use of natural resources is considered a necessary condi-
tion for their sustainable use. Extending the lifetime of products and
using resources circularly are two popular strategies to increase the
efficiency of resource use. Both strategies are usually assumed to con-
tribute to the eco-efficiency of resource use independently. We argue
that a move to a circular economy creates opportunity costs for con-
sumers holding on to their products, due to the resource embedded in
the product. Using an analytical model, we show that in a perfectly
circular economy, consumers are incentivized to discard their products
more quickly than in a perfectly linear economy. A direct consequence
of our finding is that extending product use is in direct conflict with
closing resource loops in the circular economy. We identify the sal-
vage value of discarded products and technical progress as two factors
that determine the impact that closing resource loops has on the dura-
tion of product use. The article highlights the risk that closing resource
loops and moving to a more circular economy incentivizes more unsus-
tainable behavior.
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Applications of Deep Learning and OR in pig production
Lluis Miquel Pla-Aragonés, Yun Bao

During last years the applications of Artificial Intelligence has beed
spreading over a number of fields. Deep Learning in particular has
proven useful as a non invasive method for controlling different aspects
in a farm by image analysis. In this presentation we review different
Deep Learning applications and the opportunity of OR to interact deal-
ing with different farming problems.

Multi-Stage Stochastic Optimization for a Biorefinery
Supply Chain in Spain

Adrian Serrano, Luis Cadarso, Aitor Ballano Biurrun, Bartosz
Sawik, Javier Faulin

Nowadays, biofuels are evolving as renewable and sustainable energy
sources, especially on developed countries, due to the neutral CO2
emissions within their complete cycle. Regarding this topic, a biorefin-
ery is considered to be set in Northern Spain. The problem considers
uncertainty in biomass prices and availability, therefore, a stochastic
optimization approach is needed to reduce the risks of the project. The
optimization is represented as a three-stage scenario tree, composed
of strategic and tactical nodes. The former refers to location of the
biorefinery, while the latter refers to the rent of different warehouses.
Additionally, operational nodes are rooted to the strategic and tacti-
cal nodes forming two-stage operational scenario trees. In these op-
erational nodes, decisions related to the biomass acquisition are made.
Meaningful insights are obtained from the application of stochastic op-
timization at all levels: strategic (the facility location problem), tactical
(warehouses strategy) and operational (biomass purchases), highlight-
ing a superior performance than the deterministic equivalent model.

An integrated approach for the zoning and crop rotation
planning problem with adjacency constraints
Victor M. Albornoz, Gabriel Zamora

This contribution tackles management zone delineation and crop ro-
tation planning problems in an integrated precision agriculture frame-
work in a context of organic agriculture. The zoning problem defines
homogeneous management zones regarding their soil properties, and
for which specific rates of agricultural inputs are necessary. From a
sustainable point of view, the crop rotation planning problem considers
cropping of species from different botanic families in adjacent zones
at the same time. With this in mind, we present a linear binary inte-
ger program for an integrated zoning and crop planning problem with
adjacency constraints. In this model, we maximize the incomes of the
crop plan for a given planning horizon subject to zoning and adjacency
constraints on crop families. The proposed model is efficiently solved
using an optimization algorithmic strategy based on a decomposition
method and computational results from a set of instances are presented
to show the impact of the adopted methodology.

Optimization of an agricultural supply chain to increase
farmer food security and promote rural development
Jorge Vera, Maria Margarita Lopez, Lluis Miquel
Pla-Aragones, Jorge Recalde

Many rural areas in the world are occupied by peasants with low in-
comes, deficient access to technology, and other limitations, which
translates into poverty and, overall, lack of food security. This situ-
ation is a severe problem in developing countries where small farm-
ers allocate most of their crops for self-consumption, embarking in a
condition where poverty increases, and nutrition requirements are not
fulfilled. However, several government programs in some countries
are trying to push incentives for better decisions on crop rotation and
exchange of crops between farmers, as well as better access to mar-
kets. Still, these actions require coordination and planning as decision-
making in a system like this is complex. In this paper, we propose the
use of a mathematical optimization model to help decision-making in
this environment. Our model considers decisions on crops, product al-
location to markets or self-consumption, and contemplates economic
objectives, as well as nutritional ones. We test our model in a case
developed for the Department of Caazapd, in Paraguay, where 80% of
the population is rural, and 42% is poor. We considered instances with
different requirements and organizations, showing results for various
scenarios. The results allow to analyze the effects of cooperative struc-
tures and crops on revenue and food security. We expect the model to
be helpful in the design of public policies to support rural farmers and
increase food security.
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Stochastic analysis of multi-server queue with working
vacation and imperfect service
Anshul Kumar, Madhu Jain
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A multi-server Markovian queueing system with bi-level service, im-
perfect service during working vacations, and a second optional ser-
vice is investigated in this study. This research dealt with a general
cost optimization queueing model for retail stores that operate in a hy-
brid mode with numerous semi-attended checkout counters. Various
performance indicators, including queue length distributions are calcu-
lated using the matrix geometric technique. By framing the expected
cost function, the particle swarm optimization technique was employed
to investigate cost minimization. The sensitivity analysis was carried
out to validate the model using appropriate examples. The suggested
analytical methodology enables a proper balance between operating
expenses and service quality to be achieved by the optimal design of
system descriptors.

2 - Firefly Algorithm for Cost Optimization of FM/FM/1/WV
Retrial Queue with Catastrophes
Sibasish Dhibar, Madhu Jain

This investigation deals with the performance analysis and cost op-
timization of Markovian retrial queueing model in generic set up by
incorporating the working vacation and customers’ discouragement
behaviour. The server rendering service to the customers in subject
to breakdown and can be recovered after getting repair. The gov-
erning system of difference equations has been framed to derive the
queue length distributions and performance indices at steady state..
The fuzzified parameters are used to develop the fuzzy FM/FM/1/WV
model. To determine the optimal design parameters, the cost min-
imization problem has been solved using the firefly algorithm and
quasi-Newton’s method. The suitable illustration is taken to facilitate
the numerical results of performance indices and optimal service rates.

3 - Markov decision processes and partial conservation
laws
José Nifio-Mora

Conservation laws are fundamental invariance relations holding in a
variety of stochastic scheduling systems, which allow to characterize
their performance region and explain the optimality of index policies.
In a 2001 paper, the author introduced the framework of partial con-
servation laws for such purposes in binary-action Markov decision pro-
cesses. This talk will present an extension of such an approach to gen-
eral, multiple-action Markov decision processes, introducing a partial
conservation laws framework in such a general setting and deriving
from it strong structural and algorithmic properties, including optimal-
ity of index policies and an adaptive-greedy index algorithm. Applica-
tions and examples will also be presented.

m MA-25

Monday, 8:30-10:00 - Y308
Location Analysis |

Stream: Location Analysis
Invited session
Chair: Jose Fernandez

1 - Competitive location: a new continuous model with at-
tractiveness adjustment and/or closing of the existing
chain-owned facilities
Jose Fernandez, Boglarka G.-Téth, Laura Anton-Sanchez

When a chain has some budget to expand its presence in a given geo-
graphical region, it may (1) open new facilities (2) modify the quality
of its existing facilities, up or down, or (3) closing some of its exist-
ing facilities in order to allocate the budget devoted to them to other
chain-owned facilities (or to the new one, in case it is open). In this
paper, a continuous location model is proposed which encompasses all
those possibilities. The demand is assumed to be fixed, the attraction
function of the customers towards the facilities is given as quality di-
vided by a function of the distance, and the patronizing behavior of the

customers is probabilistic. The qualities of the new and the existing
facilities are assumed to be continuous variables. The resulting model
is a MINLP problem. Most existing solvers for MINLP problems fail
at solving even small instances of the model. Only BARON seems to
be able to handle it, although it is time-consuming. That is why we
propose an exact branch-and-bound algorithm which makes use of in-
terval analysis tools. The new algorithm, which is an adaptation of
classical interval branch-and-bound methods for continuous problems
to MINLP problems is able solve small to medium instances in a short
time.

A Discrete Competitive Facility Location Model with Se-
quential Customer Choice Rules

Pascual Fernandez, Algirdas Lancinskas, Blas Pelegrin, Julius
Zilinskas

An entering firm wants to compete for market share in a geographic
area by opening some facilities selected from a finite set of potential
locations. Customers are concentrated in a few demand points, their
demand is fixed and known, and the products are essential. When it
comes to purchasing essential items (food, drinks, sanitary products,
cleaning items, etc.), customers usually buy them in different estab-
lishments in the same area, and their purchasing power is distributed
among all of them in proportion to their attraction. But if there are no
attractive enough establishments in your area of influence, they usually
opt for a single establishment where purchase all the products and that
offers a large number of services that make it more attractive to the
customer. In this paper we are going to consider two customer choice
rules, but sequentially, that is, first we will apply the proportional rule
to all customers for which there are establishments with a minimum
attraction threshold set for each one of them, and then, and only for
customers to whom the proportional rule cannot be applied, we will
apply the binary rule to identify the facility or facilities that will meet
their demand. The first formulation is presented as a nonlinear binary
programming problem, then it is linearized, and a heuristic procedure
is applied to approximate the optimal solution using real geographic
coordinates and population data of the municipalities of Spain.

Multiple Obnoxious Facility Location - the Case of Pro-
tected Areas
Malgorzata Miklas-Kalczynska, Pawel Kalczynski

Most existing obnoxious facility location models use points to repre-
sent locations of demand centers and facilities. These points are typ-
ically centroids of polygons that constitute boundaries of geographi-
cal areas, such as cities or protected wildlife areas. Representing ar-
eas with points is convenient for the development and analysis of lo-
cation models, but it may hinder the models’ practical applications.
Many protected areas, such as national parks, stretch across hundreds
of miles and tend to have irregular shapes. Therefore, in the context
of obnoxious facility location, a centroid-based representation is not
ideal. It may lead to locating an obnoxious facility far from the cen-
troid but near the actual boundary or even inside a protected region. We
address this issue by enhancing the existing continuous location mod-
els. We represent protected areas as polygons rather than centroids
while keeping the models compatible with commercial solvers. This
approach ensures the location of obnoxious facilities around protected
areas and not on or inside their boundaries. We also show how to lever-
age the existing point-based continuous models. Our approach can be
applied to a wide range of obnoxious facility location problems. The
effectiveness of the proposed technique is demonstrated with a case
study involving state and national parks in the State of Colorado.

Optimising Locations on a Network

Mindaugas Kepalas, Julius Zilinskas

The general problem of locations on a network is presented: suppose
we want to place K facilities, which are restricted to be on a (road)
network. This placement induces a load (cost) on each facility: e.g.,
we have a vector-valued cost function. We make some assumptions
about this vector-function: it is not required to have an analytical form,
but is assumed to be continuous and differentiable. The goal is to min-
imise the total cost of the placement. We present our ideas for find-
ing a “good” solution of the formulated problem: the purpose of the
research is to develop efficient methods, which aim to find globally-
minimal cost. Our formulated problem is also a generalisation of a
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problem from building engineering: in this problem, building founda-
tion contour (aka “network”) is supported by K poles (aka “facilities”).
The goal here is to place the poles in such a way, so that the weights,
induced on them by the building, are as equal as possible.

m MA-26
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Optimization modelling in humanitarian
logistics

Stream: EWG HOpe, EURO working group on Humani-
tarian Operations

Invited session

Chair: Christophe Duhamel

Chair: Andréa Cynthia Santos

1 - Integrated Reinforcement and Repair of Interdependent
Infrastructure Networks Under Disaster-Related Uncer-
tainties
Tugce Canbilen, Sakine Batun, Melih Celik

Natural or human-inflicted disasters may cause large-scale disruptions
in the services of infrastructure networks including power, water, and
telecommunication. Restoring the services of these infrastructures is
vital in the aftermath of the disaster, so that search-and-rescue activi-
ties, relief transportation, and restoration efforts can be efficiently fa-
cilitated. On the other hand, operations of these infrastructures may
depend on receiving services from one another, resulting in an inter-
dependent network structure. Thus, addressing the decisions of net-
work reinforcement before the disaster and the repairs in its aftermath
need to consider this interdependent structure, as well as the uncertain-
ties arising from the timing, location, and magnitude of the disaster.
This study introduces the Stochastic Infrastructure Reinforcement and
Repair Problem, which considers the pre-disaster reinforcement of in-
terdependent network components and post-disaster repair scheduling
in an integrated manner. In making these decisions, the uncertainty
on which network components will be disrupted is incorporated into
the problem definition. The problem is modelled using scenario-based
two-stage stochastic programming. A heuristic based on a genetic
algorithm and partial optimization is proposed to solve the problem.
Computational experiments show that the heuristic is able to find near-
optimal solutions within reasonable times, and they are also utilized to
help derive managerial insights.

2 - Searching victims in post-disaster areas: A decentral-
ized approach for the Drone Swarms Routing Problem
Matheus Nohra Haddad, Andréa Cynthia Santos, Christophe
Duhamel, Damien Olivier

Recently the world has witnessed several disasters involving many vic-
tims, such as the explosion in the port of Beirut. Considering post-
disaster management, the search for victims is one of the most impor-
tant tasks and it must be carried out as efficiently as possible. In this
context, the use of drones stands out, as they can easily access hard-to-
reach places and still act cooperatively, making the search for victims
safe and efficient. This work introduces a decentralized approach for
the Drone Swarms Routing Problem (DSRP), in which drones operate
in collaboration to search for victims in post-disaster areas with the ob-
jective of maximizing the number of identified victims. In the DSRP,
the range of each drone is only given by its battery capacity. Further-
more, drones can fly in V-shaped formation with leader replacements,
which reduces their energy consumption and consequently increases
flight time. Every search area is represented by a vertex of a grid graph
constructed over the affected area. Each vertex has an estimated num-
ber of victims and a related identification probability function. The
DSRP is NP-hard, thus a dynamic heuristic algorithm is proposed to
solve it. Each drone is modeled as an agent able to compute its route
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based on real-time information and also to decide when it is conve-
nient (or not) to work cooperatively in a drone swarm. Experiments
demonstrate the great performance of the method on several instances,
including the ones based on Beirut.

3 - The probabilistic drone routing problem applied to
large-scale disasters
Amadeu Almeida Coco, Andréa Cynthia Santos, Christophe
Duhamel

In the last years, several major industrial disasters happened around the
world. One example is the collapse of a mining dam in Brazil in 2019,
where a tide of mud containing water and toxic mining residues rushed
down a valley, killing about 270 people. Rescue operations pinpointed
the complexity to locate the victims, as the accident prevented access
by land vehicles to the impacted area. As such, using a homogeneous
fleet of drones equipped with thermal and optical sensors mitigates
these issues and allows covering a large area as quickly as possible,
with priority regions. We define a centralized approach, named the
Probabilistic Drone Routing Problem (PDRP), which aims to scan a
post-disaster area, searching for targets. The area map is divided into
cells and transformed into a complete graph. Each node corresponds
to a cell and a total number of persons yet unidentified before a visit.
It also has a probability of an individual identification, estimated with
a probabilistic function. Constant travel speed is assumed on each arc.
Due to its range, each drone has to return to its base to perform recharg-
ing. To avoid collisions, a node can only be scanned by one drone at a
time. PDRP consists in defining a sequence of routes for each drone,
starting and ending at its base, in order to maximize target identifica-
tion. Nodes can be scanned several times according to their interest.
Several variations of an ALNS are proposed and compared on realistic
instances.
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Advances in Splitting and Preconditioning
Methods

Stream: Splitting and ADMM Methods
Invited session
Chair: Cong Bang Vu

1- Convex Minimization and Monotone Inclusions with
Nonlinear Compositions
Luis Bricefio-Arias, Patrick Combettes

We first investigate the duality properties of a minimization problem
involving the sum of a nonlinearly composed convex function, a lin-
early composed inf-convolved convex function, and a convex function.
A Kuhn-Tucker operator is constructed for this problem as an exten-
sion of that arising in classical Fenchel-Rockafellar duality theory. We
show that the composite problem and its dual can be solved by finding
a zero of this Kuhn—Tucker operator. On the basis of these results, we
then study more general inclusion problems mixing subdifferentials of
nonlinear composite functions with various monotonicity-preserving
combinations of monotone operators. The proximal algorithms we
propose to perform this task fully split all the constituents of the prob-
lem.

2 - A nonlinearly preconditioned forward-backward split-
ting method and applications
Cong Bang Vu, Dimitri Papadimitriou

In this paper, we prove the weak convergence of the iterates generated
by the nonlinearly preconditioned forward-backward splitting method
for the sum of a maximally hypermonotone operator A and a hyper-
cocoercive operator B under several suitable conditions. We provide
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several choices of the non-linear preconditioners for solving nonlin-
early composed inclusions. In particular, the backward-forward split-
ting method is recovered by the nonlinearly preconditioned forward-
backward splitting method with a special choice of the non-linear pre-
conditioner.

A Nonlinearly preconditioned forward-Douglas-
Rachford splitting method and applications
Dimitri Papadimitriou, Cong Bang Vu

Preconditioning provides a prevailing tool to unify the convergence
analysis of existing splitting methods. It also aims at improving their
convergence profiles and the computing of resolvents. Hence, split-
ting algorithms involving an adequate preconditioning operator W pro-
vide a suitable technique making them more practical. We develop a
nonlinearly preconditioned forward-Douglas-Rachford (DR) splitting
method for finding the zero points of the sum of three operators (2
hypermonotone and 1 hypercocoercive with respect to W). Several im-
portant particular cases are recovered including a nonlinearly precon-
ditioned DR and forward backward splitting method. The weak con-
vergence of the iteration is proved. Several applications are discussed
such as image denoising and image restoration.

A preconditioned interior point methods approach for
linear programming problems with dense columns
Catalina Jaramillo Villalba, Aurelio Oliveira

Interior point methods applied to linear programming problems give
raise to linear systems to be solved at each iteration. This work pro-
poses a preconditioner for the linear systems arising from interior point
methods where the constraint matrix has dense columns. When not
considering dense and sparse columns separately may deliver linear
systems with almost full matrices, which implies a large amount of
floating point operations to be performed or even memory difficulties
to deal with large-scale problems. The aim of using the preconditioner
is to improve the numerical stability of problems to be solved by the
conjugate gradient method and to reduce the number of operations per-
formed in each interior point method iteration. Numerical experiments
with problems containing dense columns are presented showing the
advantages of the proposed approach.
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A New Mixed Integer Programming Approach for In-
verse Correspondence Analysis
Rick Willemsen, Wilco van den Heuvel, Michel van de Velden

Correspondence analysis (CA) is a dimension reduction technique for
categorical data in a two-way contingency matrix. The aim is to opti-
mally depict the relationship between categories for both variables in
a low-dimensional representation. We investigate inverse correspon-
dence analysis (ICA), which uses the low-dimensional CA solution to
retrieve the original data matrix. We propose a new mixed-integer pro-
gramming formulation for the ICA problem based on so-called transi-
tion formulae, which link the row and column coordinates in a CA so-
lution. We show that this new formulation has better theoretical charac-
teristics than the existing formulation in the ICA literature. In addition,
we introduce a novel iterative method, which uses a measure of how
well a point is represented in the low-dimensional space. This iterative
method is compatible with both the existing and our newly proposed
formulation. By incorporating known CA results into our methodol-
ogy, we are able to solve larger ICA instances. In our computational
experiments we always retrieve a unique data matrix, corresponding to

the original data. Since the original data set may contain sensitive in-
formation, researchers should be careful with disclosing published CA
results.

Playing with Thresholds on the Forward Linear Thresh-
old Rank
Maria J. Blesa, Maria Serna

Social networks have become the natural media for the spreading of
information and influence. Several theoretical models capturing that
diffusion process have been proposed, being the most popular the In-
dependent Cascade (IC) model and the Linear Threshold (LT) model.
The IC model is probabilistic while the LT model relies on the suscep-
tibility of an actor to be convinced, the so-called influence threshold.

Although the LT model contemplate individual thresholds, the studies
so far have always considered an homogeneous threshold of 0.5 for ev-
ery actor to be influenced (i.e., a simple majority). We start the study
on how the dissemination of information on networks behaves when
we consider other options for setting those thresholds and how many
network actors end up being influenced by this dissemination.

We consider a recently introduced centrality measure based on the LT
model: the Forward Linear Threshold Rank (FLTR). We experimen-
tally analyze the behaviour of the FLTR for several common networks
under three different types of influence thresholds: uniform, random,
and determined by the value of another centrality measure on the ac-
tor. Under this latter scheme, the PageRank and the FLTR are the ranks
providing better thresholds’ assignments. Our results show that the set-
ting of the thresholds have a clear impact on the ranking of the nodes,
even quite significant and abrupt in some cases.

[Granted by MICINN PID2020-112581GB-C21 and AGAUR 2017-
SGR-786].

Analyzing count data using a time series model with an
exponentially decaying covariance structure
Soudeep Deb

Count data appears in various disciplines. In this work, a new method
to analyze time series count data has been proposed. The method as-
sumes exponentially decaying covariance structure, a special class of
the Matern covariance function, for the latent variable in a Poisson
regression model. It is implemented in a Bayesian framework, with
the help of Gibbs sampling and ARMS sampling techniques. The pro-
posed approach provides reliable estimates for the covariate effects and
estimates the extent of variability explained by the temporally depen-
dent process and the white noise process. The method is flexible, al-
lows irregular spaced data, and can be extended naturally to bigger
datasets. The Bayesian implementation helps us to compute the poste-
rior predictive distribution and hence is more appropriate and attractive
for count data forecasting problems. Two real life applications of dif-
ferent flavors are included in the paper. First one is related to road
accidents in Great Britain, while the second one is related to modeling
bike rental dataset from Washington DC. These two examples and a
short simulation study establish that the proposed approach has good
inferential and predictive abilities and performs better than the other
competing models.

Recurrent Double-Conditional Factor Model
Gerrit Liedtke

We propose a new type of dynamic factor model in which both latent
dynamic factors and the factor loadings are estimated using observ-
able instruments. Specifically, the latent factors, which follow a full
vector autoregressive process, may depend on macroeconomic condi-
tions and the factor loadings may depend on microeconomic condi-
tions. We call our model the recurrent double-conditional factor model
(RDCFM). Due to the conditioning of both factors and factor load-
ings, we achieve a factor model with low parametrization, resulting in
improved generalizability (i.e., out-of-sample performance). Accord-
ingly, the low parametrization allows estimating the RDCFM even if
the time series and the cross-section are large. We apply our model
to a financial research challenge, namely asset pricing, and find by
applying the Clark-West test that all features of our RDCFM (i.e., con-
ditional factors, conditional factor loadings, dynamic factor process)
contribute to overall model performance, resulting in outperformance
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against several benchmark factor models (i.e., empirical factor mod-
els, principal component analysis (PCA), and instrumented principal
component analysis (IPCA)). Additionally, we show how permutation
importance and impulse-response analysis can be used to identify what
determines the relevance of a certain feature.
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Novel Approaches in Project Scheduling

Stream: Project Management and Scheduling
Invited session
Chair: Norbert Trautmann

1-
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An integrated project and personnel scheduling prob-
lem with resource transportation and preemption
Brede Sgrgy, Benjamin Buan, Anders N. Gullhav

We look at an integrated project and personnel scheduling problem.
This problem consists of scheduling the order of activities in one or
several projects, as well as allocating personnel and equipment to sat-
isfy the activities’ demands. The activities are preemptive and multi-
modal. This means that activities can be interrupted after they have
started and resumed later when appropriate, and that there are various
ways to fulfil the activities, possibly varying in duration and resource
demand. The required resources are personnel from a heterogeneous
workforce and different types of equipment that can be transported be-
tween activities and projects. Hiring in extra resources from an exter-
nal supplier is allowed. Our objective is to complete all activities in
the given time horizon while minimising the total costs given that all
demand is satisfied.

We formulate a mathematical mixed-integer programming (MIP)
model and implement an adaptive large neighbourhood search (ALNS)
procedure to solve this problem.

The project and personnel scheduling problems have been researched
separately for several decades, while the integrated problem has re-
ceived limited attention. Since the integrated problem always has an
equally good or better solution than solving these two problems sepa-
rately, we investigate how beneficial it is to solve the problems simul-
taneously. Also, we present the performance of our ALNS implemen-
tation compared to using a commercial MIP solver.

A Novel Continuous-Time Mixed-Integer Linear Pro-
gramming Model for the Multi-Mode Resource-
Constrained Project Scheduling Problem

Nicklas Klein

Project scheduling has become a vital component of many businesses
across different industries. In many real-world projects, the durations
and resource requirements of activities are not fixed, but there may
be tradeoffs between higher resource requirements and smaller pro-
cessing times. These tradeoffs can be represented through multiple
execution modes of the activities, which is considered in the multi-
mode resource-constrained project scheduling problem (MRCPSP). In
the MRCPSP, a set of precedence-related project activities is given,
which each have different possible execution modes. Depending on
the mode, the activities require time and scarce resources to process.
Sought are the start times and execution modes of the activities such
that the project completion time (makespan) is minimized.

We present a novel continuous-time mixed-integer linear programming
(MILP) model for the MRCPSP, which is based on activity order.
Specifically, we use mode-selection variables, and two kinds of order
variables to determine an optimal solution. In contrast to the current
state-of-the-art MILP models from the literature, the new model has
a polynomial number of variables and constraints. A computational
comparison to MILP models from the literature shows promising re-
sults, indicating that the novel model outperforms the current state-of-
the-art models on benchmark instances with long activity durations.

3-

Resource-constrained project scheduling with multiple
sites: a continuous-time MILP-based approach
Norbert Trautmann, Tamara Bigler, Mario Gnigi

The execution of a project often requires resources which are dis-
tributed among multiple sites, and therefore transportation times must
be considered for moving some mobile resource units or the output
of some precedence-related activities. Example applications arise in
a make-to-order production that is carried out by several partners in a
supply chain, and in hospital clusters that are sharing pools of medical
personnel and medical devices. We present a MILP-based approach for
minimizing the duration of such a project subject to completion-start
precedence and renewable-resource constraints.

Efficient Algorithms for Project Scheduling with Au-
tonomous Learning
Alessandro Hill, Thomas Vossen

We study a class of novel project scheduling problems that incorporate
autonomous learning. In these models, certain jobs can be completed
in a reduced amount of time if scheduled after jobs that lead to ac-
quiring relevant experience. We consider single-and multi-predecessor
learning and present corresponding learning mechanisms. We discuss
the the structure and complexity of these combinatorial problems and
devise efficient algorithms to solve them. In a computational study,
we show the potential scheduling benefits that can be obtained when
integrating learning compared to classical project scheduling.
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Economic Lot Sizing Problem with Tank Scheduling
Mehmet Onal, Wilco van den Heuvel, Erinc Albey

We introduce a multiple item economic lot sizing problem where items
are produced through the fermentation of some raw materials. Fermen-
tation takes place in specialized tanks that have finite capacities. Du-
ration of the fermentation process is item dependent. We analyze this
problem under various assumptions on the number of items and tanks.
In particular, we show that several cases of the problem are (strongly)
NP-hard, and we propose polynomial time algorithms to some single
item cases. In addition, we propose a quick and simple heuristic ap-
proach for a multiple item case.

Valid inequalities and extended formulations for single-
period relaxation of lot-sizing and scheduling problem
Younsoo Lee, Kyungsik Lee

In this study, we propose new valid inequalities and extended for-
mulations for the lot-sizing and scheduling problem with sequence-
dependent setups, which are derived by investigating the single-period
substructure of the problem. By conducting a polyhedral study on the
single-period substructure, we derive two new families of valid in-
equalities and identify their facet-defining conditions. Additionally,
we demonstrate that these inequalities can be separated in polynomial
time. We provide new extended formulations, called time-flow formu-
lations and compare the theoretical strengths of the various formula-
tions and valid inequalities, including the proposed ones. We conduct
computational experiments to demonstrate the effectiveness of the pro-
posed inequalities and formulations. The test results indicate that the
proposed inequalities and extended formulations facilitate tightening
the linear programming relaxation bounds.
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3 - An Optimal Order Fulfillment Planning for Mixed Model
Assembly Line
Mahesh Gudipati, Bhagyesh Patil, Satyam Sahay, Rahul Kale

The recent Industrial 4.0 (I-4.0) vision focuses on incubating a *Smart
Manufacturing Concept’ for industrial processes. One important facet
of I-4.0 is an optimal production order-fulfillment planning (OFP). In
OFP, considering market demand, raw material availability and feasi-
ble production capacity, a required daily, weekly, and monthly pro-
duction plan is generated. Traditionally, in many industries, years
of experience-based process planner in person derives this production
plan. We note this human experienced based planning is completely
intuitive and often results in a sub-optimal production plan. In a view
of improving this OFP experience for a planner, our work presents a
holistic approach based on the principles of Data Analytics and Opera-
tions Research. We transform operational requirements into functional
constraints, introduce binary variables for material availability to en-
sure optimal use of materials which are used across different product
families. Further, to factor market demand stochasticity and to ensure
maximum demand is planned, we chose cost function as to minimize
deviation between planned production plan and desired demand. As an
outcome, a comprehensive mixed-integer linear programming (MILP)
model for OFP exercise will be demonstrated. With a real-world case
study from India Factory, the session shall offer approach to handle
dynamic constraints in a manufacturing environment to improve on
the production planning efficiency and agility.

4 - A partial decomposition approach for solving the
stochastic uncapacitated lot-sizing problem
Safia Kedad-Sidhoum, Franco Quezada, Céline Gicquel

We study the uncapacitated lot-sizing problem with uncertain demand
and costs. The problem is modeled as a multi-stage stochastic mixed-
integer linear program in which the evolution of the uncertain param-
eters is represented by a scenario tree. To solve this problem, we pro-
pose a new extension of the stochastic dual dynamic integer program-
ming algorithm (SDDiP). This extension aims at being more compu-
tationally efficient in the management of the expected cost-to-go func-
tions involved in the model, in particular by reducing their number and
by exploiting the current knowledge on the polyhedral structure of the
stochastic uncapacitated lot-sizing problem. The algorithm is based
on a partial decomposition of the problem into a set of stochastic sub-
problems, each one involving a subset of nodes forming a sub-tree of
the initial scenario tree. We then introduce a cutting-plane generation
procedure that iteratively strengthens the linear relaxation of these sub-
problems and enables the generation of additional strengthened Ben-
ders’ cut, which improves the convergence of the method. We carry out
extensive computational experiments on randomly generated large-size
instances. Our numerical results show that the proposed algorithm sig-
nificantly outperforms the SDDiP algorithm at providing good-quality
solutions within the computation time limit.
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1 - Consumption as precommitment
Petr Krautwurm

Precommitment, an activity in which an individual restricts his own
feasible set of choices in order to maximize utility, was usually con-
sidered as a conscious ex ante operation of consumer by which he in-
tends to avoid his time inconsistent behavior. Current empirical evi-
dence suggests that people do precommit themselves in certain situa-
tions. However, this paper shows that precommitment is a more gen-
eral phenomenon than previously thought. It argues that precommit-
ment emerges as a necessary part of consumption. Multiple examples
from different branches of human behavior are presented to show that
consumption without precommitment is almost impossible. Key the-
sis of this paper is that decision makers do not precommit themselves
only because they want to, but rather because they need to. Adjust-
ments to basic microeconomic model of consumer’s behavior are then
offered to make its assumptions more realistic from the perspective of
precommitment nature of consumption.

Treasury Auction Format
Aleksandrs Smilgins

The choice of auction format for government bond auctions varies
by country, with uniform or discriminatory sealed-bid auctions with
preapproved bidders (Primary Dealers) being the most prevalent. We
compare performance of Danish and Swedish government bond auc-
tions, and how it relates to the auction pricing rule: Denmark uses
uniform pricing, while Sweden uses discriminatory pricing. Addition-
ally, we develop models to estimate and predict the distribution of the
auction price(s) in these auctions.

Multi-site harvesting under quotas when a Stackelberg
leader exists
Petros Xepapadeas, Yiannis Mourtos

We study a harvesting allocation problem consisting of a given number
of fishers and a given number of fishing sites. We develop a frame-
work in which one fisher is designated as the Stackelberg leader while
the rest are followers. The presence of a Stackelberg leader when a
fishery operates under a maximum harvesting allowance system is a
novel approach not only in the sense of extending outcomes obtained
in resource allocation problems, but also in indicating the structure of
markets that might emerge, which include the possibility of full elimi-
nation of followers and the associated policy implications. Allocation
of fishing effort in the presence of a Stackelberg leader is compared to
previously established methods without a Stackelberg leader, specif-
ically the sequential multi-agent resource allocation and the simulta-
neous allocation (cooperative and competitive), in which each fisher
tries to maximize its profit given the best response of the others. Fac-
tors considered include vessel capacity, allowable catch per fisher and
per fishing site, travel costs and congestion costs. While the allocation
methods vary in design and execution, all of them aim to maximize
profits, either for each individual fisher or for the whole system. Re-
sults are derived both in terms of a numerical example and an actual
case of mussel harvesting. Insights gained from allocations when a
Stackelberg leader exists could be useful for policy design regarding
the regulation of a fishery.

The bitcoin miners’ game
Gernot Tragler, Tim Crailsheim

We present a model to analyze the incentives for "proof-of-work" min-
ers, in the case of bitcoin. In the next step we create a game between
the miners where they optimize their cost/profit functions under a given
budget constraint, by choosing a certain technology level, comparable
with the amount of mining computers. Like in the real bitcoin proto-
col, after a certain time the difficulty adjusts and a new computational
power has to be or can be chosen. As expansions of that game, we
let the bitcoin price change over time and include a fluctuating energy
price.

We solve this game by means of simulation techniques and may expect
that most miners have to quit over time, due to their personal budget
constraints and irregular payout.

As a result, we study the benefits of mining pools under a game theo-
retic aspect and why they are so common. We will also motivate this
aspect in our analysis of the game.
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A dynamic equilibrium model of the Closed-Loop Sup-
ply Chain Network Equilibrium for second-hand col-
lectibles

Georgia Fargetta, Laura Rosa Maria Scrimali

This paper investigates a closed-loop supply chain network equilib-
rium problem for second-hand collectibles in which all the given data
are time-dependent. The network consists of manufacturers, retailers,
demand markets, and one online second-hand platform engaging in
forward and reverse logistics competition. Thus, the optimal behav-
iors of all the decision-makers are modeled as evolutionary variational
inequality problems, and the governing closed-loop supply chain net-
work equilibrium conditions are given. We verify our model presenting
a numerical example solved using the extragradient method for evolu-
tionary variational inequalities.

Generalized Nash games without upper semicontinuity
or metrizability of the spaces
Massimiliano Giuli

For Nash games with a countable number of players where the strat-
egy set of each player depends on the strategies of all the other players,
we investigate the existence of solutions. The achieved result is an ap-
plication of a specific selection theorem that we are able to prove even
when the range space is not metrizable and the involved set-valued map
has not closed values.

Dynamic Multilevel Gas Market Model
Steffensen Sonja

In this talk we present a dynamic multilevel game model for the Eu-
ropean gas market. Following a paper by M. Schmidt et al [1] the
model considers a gas network where the players can act at the nodes
of the network and are given by the technical system operator (TSO)
and furthermore the traders, namely the gas buyers and sellers. More-
over, the players decide about the technical capacities and the booking
price floors on the one hand (TSO) and the individual gas bookings
and nominations on the other hand (gas traders). However, in contrast
to [1], we consider a fully dynamic version of the TSO’s optimal con-
trol problem using a coupled system of semi-linear isothermal Euler
equations to describe the time dependent gas dynamics. The dynamics
are then coupled to the traders maximization problems, which are con-
sidered to be static in each subinterval of the full time interval (0,T).
Next to the mathematical modeling of the dynamics and the analysis
of the four-level problem, we will present some preliminary numerical
results that reveal a turnpike structure of the gas dynamics.

[1] V. Grimm, L. Schewe, M. Schmidt and G. Zéttl, A multilevel model
of the European entry-exit gas market, MMOR, 2019, 89:223-255

Lagrange Multipliers and Nonlinear Variational Inequal-
ities with Gradient Constraints
Attilio Marciano, Sofia Giufire’

The talk deals with the existence of Lagrange multipliers associated to
nonlinear monotone variational inequalities with convex gradient con-
straints. In particular, first we prove an equivalent result between the
problem under consideration and a suitable double obstacle problem.
Then, using a new strong duality principle, we obtain the existence of
L2 Lagrange multipliers.
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Demand-oriented railway timetabling and rolling stock
composition for integrated freight and passenger trains
Krissada Tundulyasaree, Layla Martin, Rolf Van Lieshout,
Tom van Woensel

Integrating freight into urban passenger transportation is a sustainable
logistics solution to manage the increasing demands for urban freight.
Such a system transforms vacant space of an existing system, such as
the metro or tram, to deliver freight shipments. While railway oper-
ators aim to maximize profits from freight deliveries, freight delivery
can deteriorate the service level. Thus, it is important to determine
its impact on service quality. We formulate the integrated timetabling
and rolling stock planning problem for integrated passenger and freight
trains as a mixed-integer linear programming model. We simulta-
neously determine train departure, arrival time, number of carriages
for passengers and freight of every train trip, and the required num-
ber of trains for the schedule. Moreover, we consider the undersatu-
rated case, in which passengers can always board the next train because
this system provides enough capacity. In addition, passenger demands
are time-dependent, and we approximate them using a continuous ap-
proach. We show that integrating freight increases the quality of the
system during the off-peak period: passengers experience a shorter av-
erage waiting time since the train frequency increases.

Can Mobility-on-Demand Services Compete with Cars,
Public-Transport and Bikes: A Case of Netherlands
Subodh Dubey, Oded Cats, Serge Hoogendoorn

In this study, we analyze the individual’s willingness to use Mobility-
on-Demand (MoD) services (in the Netherland) and the likelihood of
changing departure time window as a function of mode attributes and
service reliability. To facilitate data collection, a pivot design SP sur-
vey utilizing Google Map APIs was designed using the Qualtrics plat-
form. It is a longitudinal survey with 5 alternatives and 15 choice oc-
casions. The alternatives are a combination of mode and departure
time window. In the survey, we use a feedback mechanism to inform
users about the difference between expected and actual travel and pick-
up times. We analyze the choice task from an information processing
(IP) perspective. In the IP strategy, the user solves the choice task
by processing attributes in a sequence such that attributes that offer
the highest amount of information are utilized first followed by the re-
maining attributes in descending order of information availability. The
sequence depends on the individual and the context. We model this
behaviour using Choquet Integral. The results indicate that service re-
liability plays an important role for car and train/metro users. Cost is
the determining factor for bus/tram users. Car and train/metro users
show potential for departure window change. Overall, the potential for
the shift is highest among car users followed by train/metro. On the
other hand, bus/tram and bike users are unlikely to make the shift.

Incorporating User Acceptance Probabilities in Optimiz-
ing Profit of One-Way Electric Carsharing Systems
Seyma Bekli, Burak Boyaci, Konstantinos G. Zografos

One-way electric carsharing systems (OECS) offer comfortable and
flexible travel by providing short-term access to private vehicle fleets.
In OECSs, the users book the vehicle from an origin station to a desti-
nation, which might not coincide, for a short period of time in advance
or at last minute. Allowing the arrival and departure stations to be dif-
ferent might result to spatial imbalance. To manage these issues and
serve more customers, OECSs hire personnel to relocate the vehicles
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along the stations. Therefore, the cost of the relocation operations con-
stitutes a significant part of the operational costs of OECSs. The re-
location operations can be reduced by giving incentives to alternative
trips offered to the users that promote better alignment of the vehicle
distribution and the demand characteristics. In this study, we propose
a novel reservation-decision framework that allows users to book in
advance or at last minute while considering the probability of users re-
jecting an alternative offer. The framework consists of a simulation that
treats each trip demand separately on a mixed integer linear program-
ming (MILP) model which aims to find the optimal offer to be made to
the customers, considering the acceptance probabilities. Due to com-
putational complexity on the MILP, we propose a heuristic algorithm
that decreases the number of relocation variables created. We have
tested the framework on a real-life OECS data and achieved promising
results.
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A Contiguity-based Optimization Model for Vehicle
Routing in Sustainable Solid Waste Management
Mario Marinelli, Mariano Gallo

Waste management is closely linked to environmental protection,
which must not be considered a limitation to development, but the fun-
damental premise of a new and more correct economic growth. In
this context, waste vehicle routing represents a crucial step in support-
ing sustainable waste collection. There is a wide scientific literature on
this topic where different optimization models, usually multi-objective,
were proposed in conjunction with heuristic solution approaches. Most
of these models are based on the minimization of operative and envi-
ronmental costs, the number of used vehicles, workload. In this work,
we propose an arc-based integer linear programming model that in-
cludes the maximization of spatial contiguity of served arcs, to en-
sure the practicability of solutions for operators in conjunction with
costs minimization. The proposed model was developed in Python for
QGIS (PyQGIS) using Google OR-Tools. We applied the optimiza-
tion model to a real case study located in the city of Benevento (Italy).
Results show the effectiveness of the proposed model when compared
to a basic formulation, obtaining more homogeneous routes with the
same costs, resulted to be about 35% lower than the current solid waste
collection costs. As a practical consequence, the proposed model can
serve as a useful tool for waste management providers in planning both
sustainable and optimal collection strategies.

Supporting sustainable mobility by the fair distribution
of road network capacity

Aleksandra Colovic, Luigi Pio Prencipe, Leonardo Caggiani,
Michele Ottomanelli

The large use of private cars for travelling in urban areas is considered
as one of the main issues of transport systems in terms of sustainabil-
ity. Recently, the international policies are urging to reduce the car us-
age by moving towards new and more sustainable mobility paradigms
(i.e., post-car cities, 15min cities, MaaS, etc.). Private car is the most
preferred alternative due to lower attractiveness, efficiency, as well as
the lack of infrastructure facilities of the other mobility alternatives.
Capacity and layout, in most of the urban road network, are devoted
to car mode, while the network itself is designed for reducing the car
users perceived travel cost. There are several papers in the literature

that proposed the cycling infrastructure systems as an adequate solu-
tion, but only few of them focused on connection of both cycling and
transit systems from network perspective. Therefore, we introduce a
novel bicycle network design model by focusing on the design of re-
served lanes that would increase their average speed, and for example,
the use of bicycle mode versus private car. In particular, the network
design aims at determining a fair distribution of network capacity that
would increase the attractiveness of sustainable mobility modes com-
pared with private car mode. The proposed model is applied on a test
network adapted to our formulation. The preliminary results are en-
couraging and push towards further developments.
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A 3-player game theoretic model of a choice between
two queueing systems with strategic managerial deci-
sion making

Michalis Panayides, Vincent Knight, Paul Harper

The main focus of this research is the construction of a 3-player game
theoretic model between two queueing systems and a service that dis-
tributes individuals to them. The resultant model is then used to ex-
plore dynamics between all players.

The first aspect of this work is the development of a queueing sys-
tem with two consecutive waiting spaces. The strategic managerial be-
haviour corresponds to how individuals use these waiting spaces. Two
modelling techniques were used: discrete event simulation and Markov
chains. The state probabilities of the Markov chain system have been
used to extract the performance measures of the queueing model (e.g.
mean time in each waiting room, mean number of individuals in each
room, etc.).

This particular system can be applied in a healthcare scenario where it
captures the emergent behaviour between the Emergency Medical Ser-
vice (EMS) and the Emergency Department (ED). This will be used to
investigate the impact of target measures on patient welfare.

Simulation of the emergency room of a public hospital
in Uruguay

Antonio Mauttone, Ignacio Aristimuiio, Valentina Larzabal,
Pedro Pifieyro, Maria Eugenia Silvera

We present a Discrete Event Simulation model for the emergency room
of a public hospital in Uruguay. Patients are modeled as entities who
arrive to the system, are classified (triage) into five categories repre-
senting their degree of severity and then are routed through several sec-
tions (e.g., quick attention, specific studies, attention boxes, revival).
Main resources which constrain the entities’ activities are the equip-
ment (radiography, tomography), the quick attention section, regular
attention boxes, doctors and nurses. The model was implemented in
the AnyLogic software package. We generate random arrivals of pa-
tients according to the daily empirical distribution of arrivals, and pa-
tients then are classified based on historical percentages as well. Ac-
tivities’ durations are modeled using triangular distributions. Outputs
of interest are mainly waiting times for each activity, discriminated by
the patients’ category, and resource usage. The scenarios simulated in-
clude duplication of the triage, sensitivity to the number of doctors and
nurses, and special events like mass accidents and pandemics, which
affect the rate and category of incoming patients. We run several in-
dependent replications, including detection of the steady state. The
analysis of results allows for: (i) identifying the change of level of ser-
vice due to infrastructure investment and slight modification of patient
flows protocol, (ii) identifying underutilization of some resources.
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Exploring critical factors for walkout rate in an emer-
gency department
Alessandro Nonis, Ernst-Jan Camiel Wit, Clelia Di Serio

Patients satisfaction is a key factor in the healthcare services industry
and several methods and ad-hoc questionnaires have been proposed to
assess the quality of service in an Emergency Department (ED). One of
the most straightforward indicator is the waiting time before the visit.
In this work we focus on the people who leave ED before getting vis-
ited by a doctor, as this can also be considered a global indicator of
satisfaction for the service provided in the ED. In our analysis of a co-
hort of all the patients admitted in the ED of an Italian hospital during
2018, we found that at triage 4.7% of them are kept under observation
without being further treated unless their condition worsens. Among
those, the walkout rate is 74.4%. Our analyses focus on the patients
who are kept under observation to understand what are the factors that
can yield to leave the hospital before getting a treatment. The median
walkout time obtained by the reverse Kaplan-Meier estimator is 198
(95 CI [192, 206]) minutes. For the main analysis we applied a sur-
vival model via the GAM implementation of the mgcv package in R.
We can conclude that most of the examined factors that impact on the
decision of leaving the hospital before being visited are not control-
lable by the management, while the number of people queuing and the
crowding affect the decision. Hence a cost-benefit analysis should be
undertaken to understand if adding more staff or space to the ED could
improve the current situation.
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Green Reverse Logistics: exploring the Vehicle Routing
Problem with Pickups and Deliveries with environmen-
tal goals

Diana Rita Ramos Jorge, Maria Jodo Santos, Bruna Mota,
Tania Ramos, Ana Paula Barbosa-Pévoa

The Vehicle Routing Problem with Divisible Deliveries and Pick-
ups (VRPDDP) is under-explored in the literature, yet it has a wide
application in practice in a reverse logistics context. The problem
considers that each customer has both delivery and pickup demands
and may be visited twice in the same or different routes. A restric-
tion on the free capacity of the vehicles before starting the pickups
to avoid load-shuffling problems may be considered. In this work,
we explore the economic and the environmental impacts of the VR-
PDDP, with and without restrictions on the free capacity, and com-
pares the savings achieved with splitting customers visits with the tra-
ditional Vehicle Routing Problem with Simultaneous Deliveries and
Pickups (VRPSDP). The solutions are obtained with an exact method
and an ALNS. A multi-objective approach based on the augmented
e-constraint method is applied to obtain and compare solutions min-
imizing costs and CO2 emissions. The results demonstrate that the
higher is the importance of CO2 emissions in the objective function,
the higher is the benefit of splitting customers. Moreover, the percent-
age savings of the VRPDDP are higher for instances with a random
network than with a cluster network of customers, in comparison to
the VRPSDP.

Optimizing the long-term costs of an IRP using linear
relaxation.
Homero Larrain, Agustin Chiu, Gustavo Angulo

The Inventory Routing Problem arises in logistic operations when rout-
ing and inventory decisions are made simultaneously. Traditionally,

the IRP works with a limited planning horizon, so in practice it is com-
monly used in a "rolling horizon" fashion, i.e., the IRP is solved at
the beginning of each period with a limited planning horizon, but only
the first period of the plan is executed each time. However, by doing
this, we are solving a difficult problem that optimizes short-term costs,
and then we are using these results as a heuristic that should lead us
to good long-term operational costs. In this work, we explore ideas
to improve the long-term performance of the rolling horizon strategy.
First, we test three simple modifications to the IRP to improve its long-
term performance: using safety stocks, defining minimum final levels
of inventory, and using an artificial discount rate on the objective func-
tion. We use this improved IRP as a benchmark. Then, we introduce a
solution strategy where we use a linear relaxation approximation of the
IRP on the final periods of the planning horizon. Using a simulation,
we calibrate our algorithm and compare it to our benchmark on a set of
180 randomly generated instances with up to 30 customers, 3 vehicles,
and 20 periods. We show that our algorithm is in average three times
faster than our benchmark, and that under favorable conditions (fewer
vehicles, high inventory costs) it can yield savings of around 5% in
long-term costs.

3 - Aggregating large-scale vehicle routing problems
Patricia Zech, Christian Almeder

Distribution or collecting problems with a high number of service
points, such as postal services, distribution of newspapers, garbage
collection etc. are mostly modelled as arc routing problems because
the explicit consideration of each service point would lead to unsolv-
able large node routing problems. But the representation as a pure arc
routing problem often leads to an oversimplification especially in ru-
ral or suburban areas. Hence, a flexible aggregation algorithm which
allows merging node-based demand into arcs or edges wherever it is
necessary is needed. This aggregation results in a capacitated general
routing problem (CGRP) where customer demands can be assigned to
nodes, arcs and/or edges, serviced by a fleet of vehicles that have a
maximum capacity limit. With an adequate aggregation heuristic, it is
possible to decrease instance size and transition a node routing prob-
lem into a CGRP. The level of aggregation allows to balance between
the size of the resulting CGRP and the possible solution quality. To the
best of our knowledge there is no research on systematically assess-
ing the impact of the aggregation on the resulting tours. Starting with
small instances and by obtaining results with exact solution methods,
the impact of the aggregation algorithm can be evaluated. It is expected
to find comparable good results for the CGRP without depreciating so-
lution quality and in turn, increase algorithm performance through the
reduction of problem complexity.
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1 - Surgery scheduling in a military hospital with multiple
classes of patients and downstream constraints
Edilson Arruda, Gustavo Carneiro, Laura Bahiense

This work addresses surgical scheduling in a military hospital in
Brazil with multiple distinct patient types. The objective is to opti-
mise a weekly surgery allocation plan under both downstream and pa-
tient flow constraints. Not only does the approach propose a weekly
scheduling under operational constraints, but it also defines a bed al-
location plan to balance demand and capacity provision for different
classes of patients belonging to multiple surgical specialties with dis-
tinct surgery and recovery times. The case study involves the planning
of surgeries from distinct specialties within the hospital’s orthopaedic
centre, which offers elective and emergency surgical procedures for
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military personnel and their respective dependents. We used mixed
integer linear programming techniques to maximise the weekly util-
isation of the operating theatres whilst ensuring that the schedule is
robust enough to meet the weekly demand of all pairs of surgical spe-
cialties and patient types. This is vital to ensure a smooth operation
and guarantee that the waiting queues are kept within reasonable limits
for all specialties and patient types.

Timeslot allocation for waiting list control
Theresia van Essen, Yanna van der Vlugt, Mijke Carlier

Patients visiting a hospital for elective surgery often have multiple con-
sultations of different types with a surgeon before undergoing surgery.
Hospital make a schedule several weeks in advance where outpatient
department timeslots are allocated to these different consultation types.
Changing the proportion of consultation types affects the patient wait-
ing lists for both consultations and surgery. However, the precise con-
sequences of such interventions are uncertain, as not all patients follow
the same treatment pathway. Furthermore, as these planning decisions
are made far in advance, they are based on an uncertain prediction of
future waiting lists. The goal is to use these interventions to control
waiting lists, in order to reduce waiting times for patients and to en-
sure that all available time capacity in the outpatient department and
operating room is used. The problem is modelled as a Markov deci-
sion process (MDP). As the state space is very large, the problem does
not admit an exact solution. Therefore, least-squares policy iteration is
used to find an approximate solution. We also formulate an (integer)
linear program which is used to solve a deterministic variant of the
MDP, and investigate some simple decision rules. The solution meth-
ods are tested on a case study at a hospital in the Netherlands. Based
on a simulation study, we find that all methods improve on the static
roster method used by the hospital, with the linear program leading to
the best results.

Distributionally Robust Optimization of the Integrated
Master Surgery Scheduling Problem with Downstream
Capacity Constraints

Hayo Bos, Richard Boucherie, Gréanne Leeftink, Erwin W.
Hans

The current challenge in health care capacity management is to plan
capacities from a holistic and integral perspective. For example by
scheduling resources of a department while accounting for resources
in other departments. The Master Surgery Scheduling Problem with
downstream resource constraints is an example of such a problem. We
propose a Distributionally Robust Optimization based approach with
the Wasserstein ambiguity set for this problem, which can easily be ap-
plied to similar tactical health care related problems where downstream
resource constraints are at hand. We test and benchmark our method
on both generated data and a real-life case study from a medium sized
Dutch hospital.

Optimizing hospital networks and patient allocation for
elective surgeries
Mariana Oliveira, Daniel Santos, Ana Paula Barbosa-Pévoa

High waiting times for elective surgical care are a common problem
in countries with a National Health System and can cause harm to pa-
tients. This situation, which was exacerbated by the COVID-19 pan-
demic, forces patients to wait beyond their maximum clinically rec-
ommended waiting time before surgery. Long waiting lists can be a
consequence of a lack of resources or can arise due to an inefficient
management of patients. An optimization model is proposed that, as
first-stage decisions, establishes clusters of hospitals that could share
waiting lists, intending to balance waiting lists and supply capacity
considering different levels of tardiness and distances between hospi-
tals. As second-stage decisions, the model allocates patients to hos-
pitals for different periods considering different costs of internal and
external transfers within and between clustered hospitals. This work
allows comparing the performance of individual hospitals when wait-
ing lists are centralized or decentralized under different scenarios. A
network system perspective grants the opportunity to reduce costs and
increase compliance with each hospital’s strategic missions, as waiting
time targets are considered and, consequently, improved quality of care
and access is pursued.
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1 - Speed Networking and the Practitioners’ forum

Vladimir Fux, Susanne Heipcke

Meet your peers in a friendly, informal way through discussions in
groups of 2-3 persons with pairings changing after a fixed time span of
a few minutes.

OR is a team business, and knowing people you can turn to for ideas,
feedback and support makes all the difference. But it is not always easy
building your network, especially if you are shy or feel that you are an
outsider. This welcoming session is a way of overcoming the barriers
to networking, and enjoying yourself while you do it.

You may find it easier if you come with an idea of how you can in-
troduce yourself to others in just two minutes. But don’t worry if you
don’t have time to prepare - you’ll soon pick it up. Of particular interest
to other participants may be any experiences you are willing to share
regarding successes, failures, or surprising outcomes of OR projects,
best practices of communication with users/stakeholders, and learnings
from interaction or collaboration with researchers from outside of your
organisation.

The session will start with an introduction from Ruth Kaufman, chair
of the EURO Practitioners’ Forum, who will present the activities of
this forum, in particular with respect to networking opportunities, and
give an overview on the Forum’s upcoming events and activities.
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1 - On Robust Optimization, Blackouts and the Law

Daniel Kuhn

Vehicle-to-grid is a concept for mitigating the growing storage demand
of electricity grids by using the batteries of parked electric vehicles for
providing frequency regulation. Vehicles owners offering frequency
regulation promise to charge or discharge their batteries whenever the
grid frequency deviates from its nominal value, and they must be able
to honor their promises for all frequency deviation trajectories that sat-
isfy certain properties prescribed by EU law. We show that the rel-
evant EU regulations can be encoded exactly in a robust optimization
model, and we use this model to demonstrate that the penalties for non-
compliance with market rules are currently too low. This suggests that
"crime pays" and that the stability of the electricity grid is jeopardized
if many frequency providers abuse the system, which could ultimately
result in blackouts. The decision problem of a vehicle owner consti-
tutes a non-convex robust optimization problem affected by functional
uncertainties. By exploiting the structure of the uncertainty set and ex-
act linear decision rules, however, we can prove that this problem is
equivalent to a tractable linear program. Through numerical experi-
ments based on data from France, we quantify the economic value of
vehicle-to-grid and elucidate the financial incentives of vehicle owners,
aggregators, equipment manufacturers, and regulators. The proposed
robust optimization model is relevant for a range of applications in-
volving energy storage.
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1 - From vertical to horizontal structures: New optimization

26

challenges in electricity markets
Jéréme De Boeck

The use of electricity in our society has dramatically evolved over the
past decades as well as the way we address problems related to the
electricity supply chain. The electricity supply chain consists of sev-
eral components: production, trading, distribution, and consumption.
From a general perspective, the electricity supply chain is shifting from
a vertical to a horizontal structure due to new decision mechanisms.
This thesis studies several evolving problems in the electricity supply
chain.

The first two problems studied are Bidding Problems (BPs) related to
the introduction of Deregulated Electricity Markets (DEM). Such mar-
kets have been introduced to avoid dominant positions from producers
and decrease the price of electricity as much as possible for the end
consumer. Nevertheless, electricity producers face increasing uncer-
tainty in such markets, having to plan the electricity production be-
fore knowing if it will be sold and without knowing the selling price.
Bidding Problems (BPs) in DEM from the perspective of a GC have
been widely studied with very strong hypotheses. They are most often

formulated as bilevel optimization problems with the bidding GC as
leader and the market operator of the DEM as follower. Only small
instances our solved with state-of-the-art methods.

The first BP studied considers the Price Coupling of Regions (PCR)
introduced in Europe consisting of coupling several DEM. A bilevel
formulation that integrates transmission constraints between markets
is proposed. KKT conditions are used to reformulate the problem into
a non-linear single level formulation. A discretization of optimal bid-
ding prices considering PCR is presented leading to a MILP formu-
lation. New valid inequalities are proposed reducing significantly the
LP gap of previous formulations. Two heuristic methods are proposed
as well, including a general method for MILPs containing Special Or-
dered Sets of type 1. Numerical results focus on illustrating the highly
negative impact of simplifying market mechanisms of BPs as done in
price-taker formulations or ignoring transmission constraints in PCR.

The second BP considered uncertainty over competitor bids (SBP).
We prove the problem to be NP-hard and introduce a novel dynamic
programming (DP) framework for SBP. This framework is adapted to
solve SBP for fixed bidding quantities. Instances of considerably larger
size than in previous studies are solved to optimality in comparison to
state-of-the-art methods. Furthermore, a DP polynomial algorithm is
proposed which computes an upper bound on the SBP considered. A
heuristic method is proposed as well, providing solutions under 1% of
optimality in numerical experiments.

A third problem considers trading electricity with Micro-Grids (MGs).
MGs are composed of several households which are partially au-
tonomous regarding their electricity production. A Contract Propo-
sition Problem is studied in which a GC must propose contracts to
MGs which will select the contract at their best advantage. This prob-
lem is formulated as a bilevel optimization problem containing binary
variables at the second level, formulations for which no general refor-
mulation technique exists. We propose a novel heuristic reformulation
technique lifting the classical optimistic assumption of bilevel formu-
lations and providing a single level formulation. Numerical results
illustrate our method provides near-optimal results.

The last problem studied in this thesis is the Minimum Margin Problem
(MMP) consisting of assigning electricity consumers to power gener-
ators in a local transmission network. The goal is to maximize the
minimum margin of the generators to prevent blackout situations. A
hop constraint is considered to limit the number of edges between cus-
tomers and their generators. We model this problem on layered graphs
and introduce novel preprocessing techniques for layered graphs re-
ducing their size by 50%. Our model solves instances of considerably
larger size than state-of-the-art methods.

Faster algorithms for Steiner tree and related problems:
From theory to practice
Daniel Rehfeldt

The Steiner tree problem in graphs (SPG) is one of the most stud-
ied problems in combinatorial optimization. Many applications can be
modeled as SPG or closely related problems. In the last decade, the
SPG has seen impressive theoretical advancements. However, the state
of the art in (practical) exact SPG solution, set in a series of milestone
papers by Polzin and Vahdati Daneshmand, has remained largely un-
challenged for almost 20 years. While the DIMACS Challenge 2014
and the PACE Challenge 2018 brought renewed interest in the exact
solution of SPGs, even the best new solvers fall far short of reaching
the longtime state of the art.

This thesis seeks to advance exact SPG solution once again. Since
many practical applications are modeled not as pure SPGs, but rather as
closely related problems, we also aim to combine SPG advancements
with improvements in the exact solution of such related problems. Ini-
tially, we establish a broad theoretical basis to guide the subsequent
algorithmic developments. We provide various new theoretical results
for SPG and well-known relatives, such as the maximum-weight con-
nected subgraph problem. These results include the strength of lin-
ear programming relaxations, polyhedral descriptions, and complexity
results. Next, we introduce many new algorithmic components such
as reduction techniques, cutting planes, graph transformations, and
heuristics—both for SPG and related problems. Many of these meth-
ods and techniques are provably stronger than previous results from
the literature. For example, we introduce a new reduction concept that
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is strictly stronger than the well-known and widely used bottleneck
Steiner distance.

The individual components are combined in an exact branch-and-cut
algorithm. Notably, all problem classes can be handled by a single
branch- and-cut kernel. As a result, we obtain an exact solver for SPG
and 14 related problems. The new solver is on each of the 15 prob-
lem classes faster than all other solvers from the literature (including
problem- specific ones), often by orders of magnitude. In particular,
the new solver outperforms the long-reigning, but non-public, state-of-
the-art SPG solver by Polzin and Vahdati Daneshmand. Even geomet-
ric Steiner tree problems can be solved much faster than previously
possible when the new solver is combined with the full Steiner tree
generation provided by the software GeoSteiner. Finally, with our new
solver, many benchmark instances from the literature for several prob-
lem classes can be solved for the first time to optimality—some con-
taining millions of edges. These problem classes include the SPG, the
prize-collecting Steiner tree problem, and the maximum-weight con-
nected subgraph problem. Even several Euclidean Steiner tree prob-
lems from the 11th DIMACS Challenge that could previously not be
solved after one week of computation by the leading geometric Steiner
tree solver GeoSteiner can now be solved for the first time—within
three minutes.

The software developed for this thesis, named SCIP-Jack, has
been made freely available with source code for academic use
(https://scipjack.zib.de/). Already a previous and significantly slower
version of SCIP-Jack obtained top rankings in all tracks of the PACE
Challenge 2018. Finally, SCIP-Jack is heavily used in several in-
dustrial projects, for example, at Open Grid Europe, one of Europe’s
largest transmission systems operators.

Feasibility for Maximal Uncertainty Sets in Robust Opti-
mization with Application to Gas Networks
Johannes Thiirauf

Robust optimization is a popular approach to protect an optimization
problem against uncertain data within a user-specified set of scenarios,
the so-called uncertainty set. In many cases, the choice of the uncer-
tainty set is driven by the application. In general, it can be elusive
to assume that the exact "size" of the uncertainty set can be speci-
fied prior to the optimization process. Overly large sized uncertainty
sets can lead to infeasible robust optimization problems. To avoid ro-
bust infeasibility due to the choice of the uncertainty set, it is useful
to know the maximal "size" of a given uncertainty set such that feasi-
bility of the robust optimization problem is still guaranteed. We study
maximal uncertainty sets that guarantee robust feasibility for general
mixed-integer linear problems (MIPs) and in the context of gas net-
works in this cumulative dissertation.

For general MIPs, we consider a specific notion for the maximal size of
a given uncertainty set: the radius of robust feasibility (RRF). We in-
troduce and study the RRF for MIPs under common assumptions from
the literature and then extend the RRF to include "safe" variables and
constraint, i.e., variables and constraints that are not affected by uncer-
tainties. We further develop methods for computing the RRF of linear
and mixed-integer linear problems with safe variables and constraints
and successfully apply them to instances of the MIPLIB 2017 library.
Based on our results, we propose a framework to integrate choosing
the size of a given uncertainty set in the optimization process, which
provides decision makers with a new tool to avoid too conservative ro-
bust solutions, i.e., to control the price of robustness, by adjusting the
size of the uncertainty set.

Moreover, we study the two-stage robust problems of deciding the fea-
sibility of a booking as well as of computing maximal technical ca-
pacities within the European entry-exit gas market system. A booking
is a capacity-right contract for which the transmission system opera-
tor has to guarantee that every balanced load flow below the booking
can be transported through the network. Maximal technical capacities
bound these bookings and, thus, describe maximal bookable capaci-
ties. Except for some technical subtleties, these robust problems lead
to deciding the feasibility as well as solving a specific two-stage robust
nonlinear optimization problem. The main goal of this problem con-
sists of computing a maximal uncertainty set of balanced load flows
so that each of these load flows can be transported through the net-
work. We study this problem algorithmically with focus on nonlinear

models of gas transport. For deciding the feasibility of a booking, we
develop a polynomial-time algorithm for single-cycle networks con-
sisting of pipes. We further prove that deciding the feasibility of a
booking is coNP-hard in general pipe-only networks. For active net-
works including compressors and control valves, we develop a bilevel
model to decide the feasibility of bookings, in which the lower level is
nonlinear and nonconvex. Under the assumption that no compressor or
valve is part of a cycle, we derive several single-level reformulations
of this problem.

Based on the results for bookings, we provide results for computing
maximal technical capacities in tree-shaped networks. These results
enable us to solve a multilevel model of the European entry-exit gas
market system from the literature for tree-shaped networks and a non-
linear flow model. This is the first time that the considered market
model has been solved for a real-world sized passive network and a
nonlinear gas flow model.

Finally, we note that the results for bookings and technical capacities
can also contribute to other potential-based network problems, which
we demonstrate by computing a robust diameter selection for tree-
shaped hydrogen networks with demand uncertainties.

Mathematical optimization for social network analysis:
Influence maximization and community detection
Michael Kahr

Online social networks have become crucial communication channels
recently. Millions of people participate in such networks including
entities with commercial interests such as companies. The latter in-
creasingly incorporate campaigns promoted via social networks into
their marketing mix. Fundamental problems that arise in quantitative
social network analysis in the context of (viral) marketing include (i)
the identification of influential network nodes that may trigger a large
information propagation cascade referred to as influence propagation,
and (ii) the identification of homogeneous communities referred to as
community detection. In this thesis, we address the aforementioned
problems that are naturally subject to uncertainty regarding the input
data. Reasons include that the strength of social ties and the homo-
geneity of individuals can only be roughly quantified by empirical ob-
servations. In particular we study three problems from the domain of
influence propagation and one community detection problem. The fo-
cus is on the development of solution algorithms that allow to obtain
optimal solutions or at least worst-case gaps to optimal solutions with
methods from mathematical optimization. We thereby contrast with
the majority of the related literature in which heuristic methods are
used. The proposed algorithms employ techniques from mixed integer
(non-)linear programming including column generation and (general-
ized) Benders decomposition that are both embedded into a branch-
and-cut framework. We also employ a Frank-Wolfe type solution al-
gorithm for solving quadratic programs. Most of the proposed algo-
rithms are accompanied by heuristics. The performance of the pro-
posed algorithms is evaluated in extensive computational experiments
on artificial and on real-world social network graphs from the litera-
ture as well as on new instances that we obtained via the developer
interface of Twitter. Besides, several managerial insights are derived.
The aforementioned uncertain input data is tackled with methods from
stochastic optimization and robust optimization. Particularly regard-
ing the latter domain, we propose and formally study a robust version
of the standard quadratic problem that we use for a seemingly novel
application, namely, community detection. Here, an uncertain (possi-
bly indefinite) quadratic form is maximized over the unit simplex. We
show that the copositive relaxation gap is equal to the minimax gap
under some mild conditions on the curvature of uncertainty sets that
are widely used in the related literature. We further derive conditions
under which the robust version of the problem reduces to a traditional
standard quadratic problem. Finally, concluding remarks are given in-
cluding future research avenues.
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Predict-and-optimize to address uncertainty in logis-
tics: a tailored neural network approach
Nuria Gémez-Vargas, Emilio Carrizosa, Rafael Blanquero

Uncertainty in logistic decisions regarding the multiple parameters that
model these problems- demands, travel times, etc.- requires of ap-
proaches within Operations Research (OR) that leverage auxiliary data
(e.g., congestions or weather) to address decision-making. This falls
into prescriptive analytics, which aim is at suggesting the best proac-
tive options in order to get to the desired state in the predicted future.
The effectiveness of the prescriptions depends on how well the predic-
tions based on auxiliary information are integrated with the OR prob-
lem, in the sense of going from a good prediction to a good decision.
For the multiple-output regression we chose neural networks (NNs)
due to their ability of learning a continuous function that naturally cap-
tures the complex relationships between inputs and also jointly models
dependencies in the outputs. We present here a predict-and-optimize
approach in the form of a tailored NN model that accounts for the de-
cision objective as training iterates.

A Matheuristic for the Obnoxious p-Median Problem
Tamara Bigler

Facilities that have negative side effects on their close surroundings are
called "obnoxious" facilities. Examples for such facilities are waste
plants, water purification plants or wind turbines. In the obnoxious
p-median problem, a set of clients and a set of potential locations for
facilities are given. From the set of potential locations, p facilities
must be selected to be open such that the sum of the distances from
each client to the client’s nearest open facility is maximized. The
obnoxious p-median problem has been shown to be NP-hard and in
the literature, several metaheuristics have been proposed for it. How-
ever, these metaheuristics cannot easily be extended to incorporate ad-
ditional (e.g., fairness) constraints. To address the shortcomings of the
existing approaches, we propose a matheuristic for the obnoxious p-
median problem. Our matheuristic generates multiple initial solutions
and improves these solutions in parallel. The initial solutions are gen-
erated such that different areas of the search space are explored. The
improvements are achieved by solving carefully constructed subprob-
lems, which allow the matheuristic to achieve large improvements in
short running times, even for large-scale instances. Our matheuristic
turns out to be competitive to the leading metaheuristic from the lit-
erature on benchmark instances. For larger instances, it substantially
outperforms the leading metaheuristic in terms of solution quality and
running times.

Operations Research to evaluate public transport per-
formance in the EU

Martina Fischetti, Davide Duma, Stefano Gualandi, Juan
Nicolas Ibanez, Claudio Tomasi

One of the main EU policy priorities under the European Green Deal
is to achieve climate neutrality by 2050.Transport is a key player in
that task, as it is a major consumer of energy, and it contributes sig-
nificantly to greenhouse gas emissions.Rail and busses, in particu-
lar, can represent a more sustainable means of transport. In order
to monitor the performance of public transport in the EU,and to be
able to inform the relevant policy decisions on the topic, the Euro-
pean Commission uses comprehensive data to compute performance
and accessibility-to-opportunities measures associated with different

types of public transport.Underneath these measures lies a schedule-
based, time-dependent, all-pairs routing problem on very large net-
works. A main current challenge is to extend this type of analysis to
multimodal transit networks, which integrate train,bus,and metro net-
works.The solution of multimodal time-dependent routing problems
faced by European travelers would complement the analysis of pub-
lic transport performance, especially for countries with reduced rail
infrastructure. This paper presents the performance measures in use
at the European level to assess and benchmark public transport across
EU Member States, and it results from a collaboration between the
European Commission’s Joint Research Centre and the Department of
Mathematics of the University of Pavia to develop a methodology that
efficiently tackles the challenges of the abovementioned multimodal
routing.

4 - Learning to Solve Electric Vehicle Routing Problems
with Nonlinear Charging Functions
James Fitzpatrick, Deepak Ajwani, Paula Carroll

In recent years there has been increasing interest in the development
of solution techniques for electric vehicle routing problems (E-VRPs).
From a modelling perspective, it is important that these problems re-
flect reality accurately enough to be useful in practice. This necessi-
tates the introduction of new families of constraints, which make these
problems particularly difficult to solve. In many cases it is difficult to
identify any feasible solution, let alone good or even optimal solutions.

Attempts have been made to leverage the successes of machine learn-
ing (ML) approaches to solve related optimisation problems such as
the Travelling Salesman Problem and several variants of the traditional
Vehicle Routing Problem. Approaches range from utilising a machine
learning model directly as a heuristic or using it as an element of a
matheuristic approach. The introduction of piecewise-linear battery
charging functions to the problem (E-VRP-NL) has made it difficult to
translate these successes to the E-VRP.

We demonstrate the adaptation of these ML-based approaches to solve
the E-VRP-NL. In particular we use reinforcement learning techniques
to train a heuristic that can identify feasible solutions. We use these
solutions as initial solutions for a mixed integer linear programming
(MILP) formulation of the problem. We then learn to remove a large
fraction of the integer and continuous variables, allowing us to improve
the solution by solving much-reduced problems.
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1 - Non-Parametric Assortment Optimization with Product-
oriented Market Segmentation
Milad Keshvari Fard

In this research, we propose a new approach for the non-parametric
choice modeling. By clustering the customers based on their consider-
ation sets, our proposed algorithm can calculate the ranking distribu-
tion of customers’ preference lists with higher accuracy compared to
the state of art. We then use these preference lists to find the assort-
ment of products that can maximize the retailer’s revenue. Our findings
indicate that our algorithm can result in a significant improvement in
the retailer’s expected revenue. Furthermore, our approach is com-
putationally more efficient than other non-parametric choice modeling
approaches.
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Direct selling systems improvement through data sci-
ence
Julian E. Tornillo, Pablo Savian, Andrés Redchuk

Direct Selling is a business model that presents opportunities for per-
sonal, professional, and economic development through the generation
of their own business based on sales networks. In this scenario, sell-
ers have objectives that transcend sales activities themselves, such as
interpersonal relationships and being able to run a business.

In this work we study and improve direct selling systems using transac-
tional data from a case-study database and non-transactional data about
seller’s personality traits under DISC test. We apply data science tech-
niques such as Principal Component Analysis (PCA), clustering and
prediction analysis, combined with a business intelligence platform in
order to visualize the information.

Results describe a characterization of sellers and show how personality
traits can influence management patterns of sales networks. We have
also been able to identify consumption patterns and product life cycle.
Besides, we approach the guidelines for an optimal process of sales
engineering in this industry. This contribution provides valuable infor-
mation to strengthen decision-making at the strategic, commercial and
operational levels and can be replicated in any organization that uses
this business model.

Adjusting a trained support vector machine in the light
of new training data
Sedn McGarraghy, Milena Venkova

Our motivation is the problem of adjusting an already-trained support
vector machine binary classifier in response to new data. New training
set data may become available after training a support vector machine:
will the same trained machine still work or does it need to be adjusted?
If the training set has order m, then the training time required is of or-
der the cube of m, while memory required is of order the square of m,
an issue in SVM training. Thus, understanding whether retraining is
necessary is advantageous.

Many real-world machine learning problems occur on finite discrete
sets with pairwise relationships among data (Zhou and Schoelkopf,
2005). We consider the general setting of data sets with pairwise rela-
tionships satisfying the triangle inequality, namely, sets in finite metric
spaces; these include a broad range of cases where no linear structure
is assumed.

We identify necessary and sufficient conditions for when the data set
can be isometrically embedded in an n-dimensional real vector space,
in terms of whether the Gram matrix of a kernel built from pointwise
distances is positive semidefinite and has rank at most n.

This leads to a procedure for determining whether a new data point
can be embedded into the same vector space, that is, when the same
embedding can be used for a new data point; or when the dimension of
the vector space must increase by 1.

We conclude with some possible research questions and directions.

Forecasting Customers Risk-Adjusted Revenue Using
Topic Modelling Applications
Marcos Machado, Salma Karray

In the financial sector, features extracted from text databases can im-
prove the accuracy prediction frameworks for CRM metrics. This
paper implements commonly used Topic Modelling (TM) algorithms
(LDA, NMF, LSA, Top2Vec, and BERTopic) to extract valuable infor-
mation from text-based features such as customers’ loan descriptions.
Our frameworks use the extracted topics as features in individual and
hybrid Machine Learning (ML) algorithms to predict customers Risk-
Adjusted Revenue (RAR). The individual models refer to various ML
algorithms (e.g., Gradient Boosting, Adaboost, etc.) used to forecast
RAR while the hybrid frameworks are formed by implementing clus-
tering methods prior to predicting RAR with the same set of individual
ML algorithms. Our results show that hybrid ML frameworks can out-
perform individual ML methods in predictive power and provide man-
agers with many customer portfolios with different levels of risk and
return. In particular, hybrid models that cluster customers based on the

topics extracted from loan descriptions through the LSA method pro-
vide four portfolios with different levels of risk and return. Also, this
method combined with decision trees presents an average R’ of 94.8%
(across the four obtained clusters) against an R’ of 92.6% obtained
from decision trees alone.
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Comparative study of the Isolation Forest and Autoen-
coder models
Elena Tiukhova, Bart Baesens, Monique Snoeck

Nowadays, businesses rely heavily on data by making decisions based
on the insights obtained from it. Anomaly detection is used as both a
standalone field of research and an instrument to ensure the high qual-
ity of the data. Deep learning models are approaching the boundaries
of what they can further achieve, being overparametrized and having
high computational costs. A possible alternative to the deep learning
models is conventional machine learning methods, such as the iFor-
est model. This research performs a comparative study of the iForest
model and the Autoencoder and Deep Autoencoder models and inves-
tigates the research question on whether applying deep learning for
anomaly detection justifies its costs. Twelve benchmarking anomaly
detection datasets and five performance metrics are used to make a
comparison of the models. The ranking of the models based on the
performance metrics is used to make a final conclusion. The first con-
clusion is that the iForest model is ranked on average first among all
the models. What is more, it is ranked first according to the absolute
ranking along the AUPRC, precision and time metrics. That brings us
to a conclusion that deep learning models do not outperform conven-
tional methods, namely iForest. Secondly, the Autoencoder model is
ranked on average higher than the Deep Autoencoder model according
to all the performance metrics. Thus, we conclude that adding more
layers to the network does not justify the costs of doing so.

Challenges of Time Series Forecasting Models
Xin James He

This research investigates the challenges of time series forecasting
models in terms of data processing, forecasting model selection, com-
putational issues, model validation, and forecasting accuracy. We ex-
plore data processing by contrasting automated modeling to manual
modeling, model section by looking into traditional time series models
versus machine learning models, computational issues by analyzing
open source R or Python versus proprietary platforms, model valida-
tion by comparing the usual validation techniques with the data split-
ting into training and test subsets against the time series cross valida-
tion scheme with the data splitting into a series of test subsets, and
forecasting accuracy by evaluating various forecasting accuracy mea-
surement metrics. In light of the price volatility and time dependency
in the financial markets, we consider the U.S. stock market as an exam-
ple to demonstrate the time series forecasting challenges with respect
to model validation and forecasting accuracy, due to the fact that the
past performance may not hold for the future and the stock market is
very much influenced by geopolitics, economics, seasonality, and psy-
chology.

Capturing complexity over space and time via deep
learning: An application to real-time delay prediction in
railways

Marijn Verschelde, Léon Sobrie, Bart Roets, Veerle Hennebel
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Predictive analytics are increasingly used in managerial decision mak-
ing. Most of these decisions are driven by approaches which are in-
flexible over space and time. However, the decisions occur in a dy-
namic environment which requires a flexible model able to capture the
complex settings. In this paper, we propose a deep learning approach
to predict train delays in real-time that acknowledges the heterogene-
ity of train delays over space and time. The advocated deep learn-
ing methodology is based on a customized recurrent neural network
structure and is implemented in real-time on the total population of
railway passenger transportation in Belgium. Our custom-built train-
ing data consists of over 1,000,000 sequences per month and includes
uniquely rich information on the spatio-temporal interdependence be-
tween trains. This sequence-to-sequence LSTM encoder-decoder ap-
proach is benchmarked against the currently implemented rules-based
approach which highlights its higher performance, especially in more
complex settings. In addition, we observe a higher difference between
the approaches for higher current delays and we test model perfor-
mance during the COVID-19 pandemic. Next to the new compar-
ative findings, our deployment of a decision support system within
Belgium’s national railway infrastructure company Infrabel provides
on-site validation of the value of tailored predictive analytics for man-
agerial decision making in complex settings.

VoxelNet for 3D Linear Objects Detection in Point
Clouds
Povilas Treigys, Jonas Stankevicius

Point clouds generated by laser scanners are known for high preci-
sion in 3D environment description. However, points by design have
only 3D coordinates without contextual information about the environ-
ment, and therefore, their interpretation becomes a complex task. Re-
cent deep learning algorithms show outstanding achievements in point
cloud processing, e.g., state-of-the-art models can detect objects for au-
tonomous vehicle operations in real-time. Academic literature draws
considerable attention to single object detection based bounding box
methods. In opposite, the paper’s authors investigate the task of linear
object detection in 3D point clouds; we strive to delineate road curbs,
powerlines and lane lines. Authors tackle the 3D line segmentation
problem with modified widely known VoxelNet detection backbone.
An encoded point cloud is processed by a 3D Unet style network built
using sparse convolutions. The model’s output is a 3D point cloud
scene segmentation denoting three-class line segmentation output and
a mesh of coordinates for each line point localization. By calculat-
ing Euclidean distance between model extracted and manually labeled
points, the proposed algorithm achieves an average 1,8 cm error for
power line and lane line point extraction, and average 2,3 cm error for
curb line point extraction. This results in a 98% F1 score for powerline
segmentation, 96% F1 score for road curbs and 98% F1 for lane line
segmentation in 3D space.
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A vehicle routing and scheduling problem for increased
driver-route familiarity
Jacobus King, Jan van Vuuren, Stephan Nel

Although the Vehicle Routing Problem (VRP) is one of the most stud-
ied and important combinatorial optimisation problems in the litera-
ture, practical challenges often arise when implementing solutions that
stem from solving VRP instances. Unanticipated traffic conditions
can result in increased vehicle travel times and subsequent degrada-
tions in supply chain operational efficiency. Moreover, drivers tend to

get lost and/or often travel on roads that are not suitable for the de-
livery vehicles utilised when they are unfamiliar with delivery routes,
which typically occurs when these routes differ significantly from one
day to the next. A possible solution aimed at streamlining the prac-
tical implementation of planned delivery schedules is to generate a
set of standard delivery routes visiting each customer along different
approaches, called master routes. These master routes may then be
used as blueprints for daily planning purposes when actual delivery
routes are computed. Delivery vehicle drivers are thus afforded the
opportunity to become familiar with the master routes, which is antic-
ipated to increase the efficiency with which they perform deliveries if
the actual delivery routes do not deviate too much from these master
routes. We derive two mathematical models and metaheursitic solution
approaches for the creation of such master routes, and subsequent ac-
tual delivery routes. We also analyse the trade-off between driver-route
familiarity and transportation cost.

On solving the vehicle-crew-rostering problem in an in-
tegrated fashion
Pieter Steenkamp, Jan van Vuuren

A prominent public transport company which provides a passenger
transport service in the form of daily timetabled trips in and around the
city of Cape Town (South-Africa) currently performs the assignment
of buses and drivers to these trips manually. This assignment process
is characterised by the solution of three different combinatorial optimi-
sation problems, namely the vehicle scheduling problem (VSP), which
entails the assignment of vehicles to trips over a scheduling period,
the crew scheduling problem (CSP), which entails the assignment of
drivers to trips over a scheduling period, and the crew rostering prob-
lem (CRP), which entails the assignment of drivers to trips over a ros-
tering period (whereas a scheduling period typically spans one day, a
rostering period typically spans several days). Traditionally, the afore-
mentioned sub-problems are solved separately due to their consider-
able individual computational complexities. The public transport com-
pany in question has, however, launched a research project in which
the objective is to develop a metaheuristic for solving all of these sub-
problems simultaneously (known in literature as the integrated vehicle-
crew-rostering problem) while attempting to minimise a cost function.
Results obtained when following the suggested solution approach are
presented and costs are compared with the status quo in the context of
real timetabled trips data obtained from the transport company.

An inventory replenishment model in support of supply
chain optimisation
Jurie Zietsman, Jan van Vuuren

Globalisation and the growth of e-commerce have led to retail com-
panies having to manage and control a growing number stock keeping
units (SKUs). The success of any retail company depends on how well
it can satisfy demand while remaining financially viable. Inventory
management systems are typically aimed at balancing the conflicting
objectives of achieving good customer service levels and minimising
inventory and operating costs. As the number of SKUs a company
holds increases, so does the complexity of this balancing problem. The
main decisions in respect of SKU inventory management in a retail
warehouse, which affect this balance, are (1) which SKUs need to be
replenished, (2) when to place replenishment orders for these SKUs,
and (3) the appropriate volumes of SKUs to include in these orders.

In this presentation, an inventory replenishment model is proposed in
which orders for SKUs may be placed at discrete, equi-temporal points
in time. The objective is to batch SKU replenishment orders together,
while accounting for lead times, minimum order quantities and back-
logged orders. Model performance is evaluated on the key perfor-
mance indicators of customer service level and cost, which form the
typical trade-off in inventory management. The model draws from and
resides within the intersection between time series demand forecast-
ing, inventory management models and packing problems. The model
is solved by an exact approach.

A framework for modelling spatio-temporal competition
and spread of invasive Acacia species in South Africa
Alexander Flemming, Jan van Vuuren
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The study of artificially introduced plant and animal species is im-
portant in South Africa, a country rich in indigenous biodiversity and
home to three biodiversity hotspots recognised by Conservation Inter-
national. An introduced species is one living outside of its native dis-
tribution range, and has been introduced to a new environment either
by accidental or deliberate human activity. Invasive alien species are
a sub-category of introduced species that negatively impact the natural
species of a particular area. These invasions cause natural function-
ing ecosystems to break down, leading to further invasions and can
ultimately lead to the extinction of the indigenous species of the area.
In this presentation, we consider the application of automated discre-
tised processes aimed at conducting spatial analyses of ecosystems in
South Africa that contain invasive species. In particular, our study is
aimed at adopting a machine learning algorithmic approach towards
determining which topographical, spatial and climactic factors are to
be attributed to the occurrence and density of invasive species in an
ecosystem. This approach allows for predicting regions requiring in-
vestigation due to likely unmapped occurrences or predicted future
spread, based on the area’s suitability to sustain these species. Fi-
nally, a spatio-temporal modelling approach is applied to simulate the
competition between, and spread of, invasive species within a suitable
study region identified in South Africa.
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Tri-Level Equilibrium Modeling in Energy
Olli Herrala, Steven Gabriel, Fabricio Oliveira, Tommi
Ekholm

In this presentation we present new results for solving tri-level equilib-
rium models. These formulations allow for a regional/national policy-
maker at the top, a network operator in the middle, and network users
at the bottom level. We present both general theoretical results as well
as those geared at infrastructure (e.g., energy, the environment).

Rearranging the Deck Chairs? Coordinating Environ-
mental Policy and Transmission Planning in Decen-
tralised Electricity Industries

Afzal Siddiqui, Makoto Tanaka, Yihsu Chen

Increased penetration of intermittent variable renewable energy
sources (VRES) requires variability management, which often refers
to storage and transmission investment. However, the cost of damage
from emissions is overlooked in favour of VRES targets. We use a bi-
level framework to devise transmission plans that directly include the
cost of damage from emissions. Our upper level comprises a welfare-
maximising transmission planner who internalises the damage cost. At
the lower level, profit-maximising firms invest in VRES capacity and
operate their fleet of assets. We implement problem instances for a
Western European test network in order to examine how transmission
plans need to be adapted to the cost of damage from emissions and
imperfect competition in integrating VRES.

Gains in coordinating the operation of heat, natural-gas
and power distribution systems
Antonio Conejo, Jorge Ramirez Orrego

We analyze centralized (optimal control) and decentralized (equilib-
rium) operations of heat, natural-gas and power distribution systems.
We identify and discuss the conditions under which centralized and de-
centralized operations are equivalent. Using a realistic case study, we
quantify the gains resulting from different levels of coordination.

4 - Optimal planning of transmission infrastructure expan-

sion to efficiently integrate renewable energy genera-
tion

Nikita Belyak, Steven Gabriel, Nikolay Khabarov, Fabricio
Oliveira

In light of increasing pressure to curb greenhouse gas emissions, many
countries have focused on the development of strategies that encour-
age renewable generation in liberalised energy markets. This paper
presents a modelling assessment to plan the renewable-driven expan-
sion of the transmission system infrastructure that accounts for de-
centralized energy market settings. The mathematical optimisation
problem formulation involves the bi-level model in which a welfare-
maximizing transmission system operator makes investments in trans-
mission lines at the upper level while considering power market dy-
namics at the lower level. To account for deregulated energy market
structure, we assume the generation companies at the lower level make
generation capacity investment decisions as either price takers in per-
fect competition or being capable to influence the price in a Cournot
Oligopoly. Considering alternative levels for transmission infrastruc-
ture expansion budget, carbon emission taxes and monetary incentives
for renewable generation capacity expansion, we study how various
compositions of these three factors affect the share of renewable gen-
eration in the total generation mix. The preliminary results suggest the
limited efficiency of these measures when applied individually, there-
fore this investigation aims to identify the best configuration of these
measures to meet ambitious CO2 reduction targets.
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1- Chance Constraint Model for Multi-product Multi-

vehicle Perishable Inventory Routing Problem with Ser-
vice Level and Discrete Random Distributions
Xiyi Chen, Jian-Bo Yang, Dong-Ling Xu

In the perishable supply chain industry, managing inventory and plan-
ning delivery schedules are two main yet complicated tasks. In this
work, we study a Perishable Inventory Routing Problem (PIRP) with
multiple periods, multiple products, stochastic demand, and multiple
homogeneous vehicles, in the setting of Vendor Managed Inventory
(VMI). In order to mimic real-life situations, we consider 2 extra ele-
ments: service level and discrete random distributions. In most retail
sectors, maintaining high service levels is a norm, typically above 95%.
Keeping an inventor of the right amount to reach a high service level
is a key factor to providing good service and strengthening customer
loyalty. In our problem, we model the service level as a chance con-
straint, which is that in each period, the probability of total demand
being fulfilled has to reach a targeted service level. Besides, most IRP
papers published assume continuous distribution functions such as nor-
mal distributions, Poisson distributions, etc., which is not realistic. In
real life, instead of perfect continuous distribution functions, we see
discrete distributions generated from routinely collected data, each de-
mand point with a different probability. This work is one of the few
that considers service level and is the 1st one that incorporates discrete
random distribution with a large number of unique demand points in
the PIRP model.
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A two-phased heuristic approach for a capacitated
multi-vehicle covering tour problem (m-CTP) with inter-
mediate facilities

David Schindl, Vera Fischer, Antoine Legrain, Meritxell
Pacheco Paneque

Door-to-door waste collection often comes with a high fuel consump-
tion, emissions and noise. These can be due to the use of large collec-
tion trucks performing an important number of stops. To reduce these
impacts, one possibility consists in locating collection sites through-
out the municipality such that residents bring their waste to their most
preferred location. In addition, intermediate disposal facilities can be
installed to accommodate the usage of smaller but more sustainable
vehicles, with less capacity.

Our optimization problem consists in selecting the locations to place
the collection sites while determining the routes for the small vehicle
to visit them in order to collect the waste.

We propose a mixed-integer linear programming (MILP) formulation
that exploits the sparsity of the road network. To efficiently solve
practical instances, we develop a two-phased heuristic method that ad-
dresses the two subproblems the problem is built on: a set covering
problem to select the collection sites and a capacitated vehicle routing
problem (CVRP) with intermediate facilities to determine the routes.
In particular, we solve a minimum clique covering problem on chordal
graphs to identify the set covers. To build the routes for a given set
cover, we propose a column generation approach. We test both the
formulation and heuristic approach on real-life instances and evaluate
their performances

Genetic Algorithm for solving Multi-Depot Single Vehi-
cle Routing Problem with Fixed Time constraints
Miguel Salas Zuniga

In this work, the problem of optimising a pre-scheduled routing plan
is addressed. The presented approach is useful in situations when a
change in the original constraints occurs after the client visits, in a
vehicle route problem formulation; have been arranged and an opti-
mised plan is being executed. In most situations, just re-running the
optimisation process with new constraints is not enough. The problem
we focus on, covers scenarios where the cost of re-arranging customer
visits is extremely expensive, impractical, or just partially possible.
In this study, a method for identifying changes to an optimised plan
is described by improving the routing plan costs and causing mini-
mum disruptions to the current state. Due to their flexibility to gener-
ate multiple solutions at each generation, and their efficiency for global
searches, a genetic algorithm is used to find optimal solutions to the Ve-
hicle Routing Problem that partially preserve constraints of the original
plan (fixed times). A practical implementation is described where each
stage of the solution with a genetic algorithm is described in detail and
the results discussed. An advantage of this a proposal, is the capability
of finding a set of improved solutions for supporting decision makers
in the process of finding the solution that best suit their needs. Strate-
gies of what to do when the static-constraints condition changes and
a re-optimisation is needed, haven’t been discussed enough in current
literature.

A Discrete Event Multi-Agent Based Approach to the
Scheduling and Routing Problems in a RMFS.
Sander Teck, Reginald Dewil

This paper presents a Discrete Event Multi-Agent (DE-MAS) based
approach for solving the scheduling and routing of robots and pickers
in a Robotic Mobile Fulfillment System (RMFS). The RMFS is a parts-
to-picker system designed for e-commerce warehousing where robots
are used to fetch inventory pods from the storage area and transport
them to the appropriate workstation where human pickers pick the re-
quired number of SKUs for the orders assigned to their work station.
It is composed of several hard sub problems like: the order to pick-
ing station scheduling, the pod selection, and the vehicle scheduling.
The proposed solution approach employs negotiation mechanisms, i.e.
auctions, to communicate and distribute picking tasks among all the
agents. Various dispatching rules and task allocation mechanisms are
developed with the objective to minimize the overall distance travelled

and the system makespan. Their performance is compared with one
another over a wide set of problem instances of the RMFS with vary-
ing numbers of autonomous mobile robots, picking stations, and order
sizes. The DE-MAS shows promising results compared to a central-
ized control algorithm, requiring only a fraction of the computation
time. Additionally, a comparison in optimization potential is made be-
tween unidirectional and bidirectional lanes, where for bidirectional
lanes a collision resolution algorithm is implemented.
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On the computation of the maximum Chi-square index
by Integer Programming
Davide Duma, Stefano Gualandi, Federico Malucelli

Consider a set of observations consisting of measures on two vari-
ables. A statistical test of independence of the two variables is the
maximum Pearson’s Chi-square index, defined as a Quadratic Trans-
portation Problem (QTP) in [2]. The QTP is an optimization problem
derived from the Linear Transportation Problem (LTP), they are both
defined on the transportation polytope, but the QTP has an objective
function that is quadratic and convex in the flow variables. Due to
the convexity, the optimal solution of QTP will be an extreme point
of the feasible region, but since the transportation polytope has many
extreme points, it is hard to certify the optimality. In the literature,
the solutions approaches are mainly based on Lagrangean relaxations
[1], except in [2], where three combinatorial optimization heuristics
are proposed and evaluated experimentally.

In this work, we introduce a combinatorial relaxation of QTP, and we
propose a decomposition method to compute upper bounds, in which
the problem is reduced to 0-1 knapsack problems. Finally, we report
numerical results that validate the strength of our relaxation.

[1] V. Adlakha & K. Kowalski. On the Quadratic Transportation Prob-
lem. Open Journal of Optimization, 2, 3 (2013), 89-94.

[2] B. Kalantari et al. Sharp bounds for the maximum of the chi-square
index in a class of contingency tables with given marginals. Comput
Stat Data An 16, 1 (1993), 19-34.

Advances on the combinatorics of the Balanced Mini-
mum Evolution Problem
Daniele Catanzaro

The Balanced Minimum Evolution Problem (BMEP) is an APX-hard
(inverse) nonlinear network design problem that arises from life sci-
ences and that consists of finding an unrooted binary tree fitting a given
input symmetric distance matrix of order n. The problem shares sev-
eral combinatorial aspects with the Traveling Salesman Problem, The
Quadratic Assignment Problem, and the Coloring Problem. Notori-
ously, instances of the BMEP, even the smallest ones, can be partic-
ularly hard to solve in practical time via exact solution algorithms,
mainly due to the presence of highly nonlinear aspects that characterize
the polyhedral combinatorics of the problem. In this talk we advance
on the combinatorics of the BMEP, by addressing a long standing con-
jecture concerning the constructive characterization of the set of its
solutions. This result enables the development of new effective integer
programming formulations for the problem able to solve instances of
practical size.
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3 - A new formulation and a branch-and-cut algorithm for
the (weighted connected) Safe Set Problem
Enrico Malaguti, Vagner Pedrotti

Given a connected graph G = (V, E), a Safe Set S is a subset of the
vertex set V such that the cardinality of each connected component in
the subgraph induced by V S does not exceed the cardinality of any
neighbour connected component in the subgraph induced by S. When
the vertices of G are weighted, the weight of a component is defined
as the sum of the weights of its vertices, and the notion of safe set is
extended by considering the weight of connected components in sub-
graphs induced by S and by V S. We propose an integer linear formu-
lation which can tackle the four variants of the problem which arise
by imposing connectivity of the safe set, and by considering weighted
or unweighted vertices, respectively. Differently from alternative for-
mulations from the literature, that require a large number of variables,
our formulation only uses one variable per vertex. The formulation
has an exponential number of constraints, which are needed to define
the structure of the safe set, and can be generated on-the-fly within a
branch-and-cut algorithm. We describe linear-time separation proce-
dures for these constraints, as well as families of additional inequali-
ties based on cliques and on minimum weight cut separators, and dis-
cuss separation algorithms. A branch-and-cut algorithm that solves the
proposed formulation is computationally compared with the state-of-
the-art alternative formulation from the literature, and shows faster in
solving most of benchmark instances.

4 - A Numerically-Exact Algorithm for the Bin Packing
Problem
Stefano Coniglio, Roberto Baldacci, Fabio Furini

We propose a numerically-exact algorithm for solving the Bin Pack-
ing Problem (BPP) based on a branch-and-price-and-cut and a pattern-
enumeration method. Key to the algorithm is a novel technique for
the computation of numerically-safe lower bounds for the set covering
reformulation of the BPP (tightened with additional valid inequalities)
with a precision that is higher than the one of commercial floating-
point solvers. The technique is based on a scaling procedure that guar-
antees that the floating-point operations carried out within the algo-
rithm be not affected by cancellation errors, combined with the first,
to our knowledge, successful adoption of a rational (infinite-precision)
linear programming solver in the context of a column (and row) gen-
eration method. Crucial for efficiency of our algorithm is the way
we circumvent the computational burden of calling the rational solver
at every iteration via a two-phase column-and-row generation method
where the rational solver is coupled with a more efficient floating-point
one. Our branch-and-price-and-cut algorithm relies on an exact integer
(fixed-point) label setting algorithm for solving the pricing problem
associated with the (tightened) set covering formulation. It can also
perform pattern enumeration, thereby generating a reduced set cover-
ing formulation containing a superset of the columns (patterns) that are
featured in an optimal BPP solution.
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1- A R-vine copula based model for multi-peril insurance
ratemaking
Mario Marino

Ratemaking is a common actuarial task in Non-Life insurance, and
its cornerstone concerns the claims distribution portrayed by the com-
pound Poisson distribution. Then, a standard actuarial model to eval-
uate the claims is the Tweedie’s compound Poisson regression, since

the Tweedie distribution allows to model semi-continuous claim occur-
rences. Regarding multi-peril insurance contracts, ratemaking analysis
is typically performed marginally, although a multivariate modeling
accounting for claims dependence is necessary to proper manage in-
sured risks. By the mean of copulas, we characterize the multivariate
claims distribution incorporating a dependency structure among per-
ils. Our proposal concerns the construction of an actuarial model for
multi-peril insurance ratemaking joining: (a) the Tweedie’s compound
Poisson regression to represent the aggregate claims for each peril, and
(b) the Pair Copula Construction method combined to Regular Vine
models, to decompose the multivariate loss distribution using pairs of
copulas as building blocks. To validate our proposal, we utilize a real
medical costs data set related to a multi-peril health insurance con-
tract, illustrating the Regular Vine copula construction, and analyzing
obtained loss distribution with respect to the pure premium calculation,
the aggregate policy limits definition and the risk capital charges.

Risk Sharing Rule and Safety Loading in a Peer to Peer
Cooperative Insurance Model

Gabriella Piscopo, Gian Paolo Clemente, Susanna Levantesi
Peer-to-Peer insurance (P2P) is a modern cooperative insurance system
through which a group of participants connected by digital technology
share risks and benefits. In order to enter the mutual group, each par-
ticipant has to pay an initial contribution based on a sharing risk rule.
According to the most considered conditional mean risk-sharing rule,
the participant has to initially contribute with an amount equal to the
expected value of the risk he brings to the pool given the total loss dis-
tribution. The entry premium thus defined is actuarially fair. Following
the established practice of traditional insurance schemes, in this paper
we propose to add a safety loading to the fair premium, required to
each participant according to a risk distribution rule based on the con-
cept of the Shapley value in the framework of a cooperative game. In
this way, once an opportune risk measure is defined, for each partici-
pant the safety loading is proportional to its own marginal contribution
to risk. In a second phase, when the losses have been realized and the
claims have been repaid, any remaining positive capital is distributed
to the participants in the form of cashback or any losses is charged. The
allocation rule must take into account the marginal risk that each par-
ticipant brought to the scheme net of how much of this risk has already
been initially paid through the safety load. A numerical application is
presented to show how the model works.

Mixed ABM for NDC pension schemes in presence of
demographic and economic uncertainty
Massimiliano Menzietti, Jacopo Giacomelli

The crisis of the pension systems based on PAYG financing has led
to the introduction in some countries, including Italy, of so-called No-
tional Defined Contribution (NDC) pension accounts. These systems
mimic the functioning of defined contribution systems in benefit cal-
culations while remaining based on PAYG financing. Despite many
appealing features, NDC accounts cannot automatically guarantee the
system’s financial sustainability in the presence of demographic or eco-
nomic fluctuations. The literature proposes Automatic Balance Mech-
anisms (ABMs) on the notional rate applied to contribution and the
indexation rate applied to pensions. ABMs may be based on two indi-
cators: liquidity ratio and solvency ratio. Such ABMs may strengthen
the system’s financial sustainability but may produce strong fluctua-
tions in the adjusted notional rate and undermine the social adequacy
of the system. In this paper, we introduce a mixed ABM based on both
liquidity ratio and solvency ratio and identify the optimal combination
that guarantees the financial sustainability of the system and, at the
same time, maximizes the return paid to the participants at fixed levels
of confidence. The numerical results show the advantages of a "mixed"
system over those based on a single indicator.

A simulation approach to robust risk management of
derivative products.

Bertrand Tavin

This paper considers the problem of assessing and hedging the risk car-
ried by a portfolio of non-standard derivative products managed with
a parametric model. We first formalize the problem and define the
framework in which it can be solved by using a constrained simulation
approach with respect to model parameters. Our approach is suitable
for an agent who may be agnostic with respect to a prior model and
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who may wish to account for expert views on the range of possible
model parameters. Instead of breaking them into several sub-problems,
the proposed methodology has the important advantage to answer the
risk measurement and hedging question in one step. Namely, the agent
needs to run the simulation just once to get the desired answers. We
present numerical results obtained with recent market data when ap-
plying the method to a portfolio of variance swaps and forward-start
options valued with models belonging to the Heston family.
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Learning the preferences of tourists through the analy-
sis of social media data
Jonathan Orama, Antonio Moreno, Joan Borras

Recommender systems must know the preferences of their users to
provide appropriate personalised suggestions. In the case of Tourism
Recommender Systems it is hard to know these preferences, as tourists
are not very keen on giving this information explicitly. However, it is
possible to analyse the abundant trace left by tourists on social media
to discover their interests. After retrieving the tweets from the visitors
of a city and analysing their content and location, it is possible to rep-
resent each user with a numerical vector that provides information on
her interest in different kinds of attractions (culture, sport, shopping,
etc.). The analysis also includes other aspects, like the language of the
users, their interest on popular points of interest, their degree of mobil-
ity, or their preferred time of the day for visiting the city. A clustering
process is then applied to obtain the profiles of different kinds of users,
which include their cultural interests, travel habits and interest in pop-
ular attractions. After that, the sequences of points of interest visited
by the tourists in a single cluster are analysed to find association rules,
which highlight the most usual connections between points of interest
for that class of tourists. These association rules are then used by a
recommender system to provide personalised suggestions. The devel-
oped system has been evaluated with data from visitors of the city of
Barcelona, obtaining promising results.

Active learning with additive value models
Grzegorz Miebs, Jonas Gehrlein, Matteo Brunelli, Mitosz
Kadzinski

We propose an active learning approach enhancing the UTA method
for solving a ranking problem in multiple-criteria decision analysis.
Within this framework, an optimal question for a pairwise comparison
maximizing information gain is calculated and presented to a decision-
maker. By using carefully selected questions, the number of required
iterations with the user is reduced. When searching for an optimal
question previous choices of the decision-maker are taken into account,
and thus the selection of questions is done sequentially and individu-
ally for each decision-maker. What is more, by using an optimization
algorithm fictitious alternatives can be created to increase information
gain even further. Our approach is tested on a real-world problem in
the realm of blockchains. In such an environment, so-called "nom-
inators" need to select "validators" on the ground of their reliability
and profitability. In particular, validators, representing alternatives, are
assessed with respect to six criteria.

Modelling optimism and pessimism in Stochastic Multi-
criteria Acceptability Analysis

Salvatore Greco, Sally Giuseppe Arcidiacono, Salvatore
Corrente

We propose a methodology to take into account optimism and pes-
simism of a Decision Maker that, using Stochastic Multicriteria Ac-
ceptability Analysis, evaluates alternatives based on a plurality of
weight vectors. With this aim we consider specific families of prob-
ability distributions in the space of the feasible weight vectors dis-
cussing the results they provide. We also propose a methodology to
elicit the probability distributions. We discuss the results obtained
through our methodology in the domain of composite indicators.
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A Benders decomposition approach for solving a two-
stage local energy market problem under uncertainty
Franco Quezada, Fernando Garcia, Sebastian Davila

This article presents a new two-stage stochastic programming model
to address a scheduling day-ahead problem of an energy community
operating under a peer-to-peer (P2P) energy trading scheme.

The formulation proposed i) considers the network technical con-
straints, ii) prevents the energy buying and selling by users simulta-
neously, and iii) allows the prosumers to act as buyers or sellers de-
pending on their load consumption and self-generation.

In order to reduce the shared information by consumers/prosumers
that trade energy in the local energy market (LEM), the proposed
model is decomposed into a master problem (MP) that manages the
network technical limitation and subproblems (SPs) that handled the
LEM. With this purpose, the Benders decomposition approach is im-
plemented using the recently introduced Strengthened Benders cuts to
address the binary variables related to the market and battery operation
present in the SPs.

The model and the algorithm are tested in the 69-bus radial distribu-
tion system, considering from 3 to 39 agents trading energy to measure
the model scalability and the algorithm convergence showing that the
proposed methodology reduces the LEM’s shared information without
increasing the energy community cost.

Making transmission system planning robust to ex-
treme weather events - an application of adaptive robust
optimization

Maximilian Bernecker, legor Riepin, Felix Muesgens

In this paper, we suggest an approach for electricity transmission sys-
tem reinforcement planning robust to extreme weather events, like cold

Dunkelflaute, aka anticyclonic gloom characterized by calm winds and
overcast conditions combined with coldness.

We use the ARO approach to formulate a robust electrical transmis-
sion network expansion problem under extreme weather events in the
German energy system. Mathematically, we formulate a three-level
mixed-integer optimization problem, which we convert to a bi-level
problem via the strong duality concept and solve using a constraint-
and-column generation algorithm. We use cardinality-constrained un-
certainty sets to model the effects of extreme weather realizations on
supply from renewable generators (wind and solar photovoltaics) and
electricity demand. This approach is promising because worst-case
scenarios like the Dunkelflaute can be identified and addressed by the
optimization algorithm endogenously. Furthermore, the ARO model
allows controlling the degree of conservatism of the solution and is
computationally tractable both practically and theoretically.

In sum, we contribute to the large research stream on transmission
network expansion problems with the approach of planning electrical
network expansions that are robust to extreme weather events like the
Dunkelflaute.
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Adaptive robust optimization for European strategic gas
infrastructure planning

Iegor Riepin, Matthew Schmidt, Luis Baringo, Felix
Muesgens

The European natural gas market is undergoing fundamental changes,
fostering uncertainty regarding both supply and demand. This uncer-
tainty is concentrated in the value of strategic infrastructure invest-
ments, e.g., projects of common interest supported by European Union
public funds, to safeguard security of supply.

This paper addresses this matter by suggesting an adaptive robust op-
timization (ARO) framework for the problem of gas infrastructure ex-
pansion planning that considers long-term uncertainties. This frame-
work confronts the drawbacks of mainstream methods of incorporat-
ing uncertainty in gas market models (i.e., stochastic scenario trees),
in which the modeler predefines the probabilities and realization paths
of unknown parameters. The ARO model endogenously identifies the
unfortunate realizations of unknown parameters, and suggests the op-
timal investments strategies to address them. We use this feature to as-
sess which projects are valuable in maintaining system resilience amid
cold-winter demand spikes, supply shortages, and budget constraints.

‘We show that robust solutions point to consistent preferences for spe-
cific projects. Results highlight that real-world construction efforts
have been focused on the most promising projects from a business per-
spective. However, we also find that most projects of common interest
are unlikely to be realized without financial support, even if they would
serve as a hedge against stresses in the European gas system.

Stochastic optimization-based community energy trad-
ing approach to offer reactive power from distributed
energy resources for ancillary services market
Fernando Garcia

A two-stage stochastic programming energy trading model is presented
in this article to measure the distributed energy resources capability to
provide reactive power as ancillary services to the distribution system
operator under a day-ahead and intraday markets. The centralized en-
ergy trading model uses the second-order cone relaxation of the op-
timal power flow to represent the network technical limitations and
considers community batteries to study the effect on the global cost
under a collaborative scheme. Besides, the formulation prevents the
simultaneous buying and selling of energy in the local energy market
by agents and identifies the extra energy absorbed and injected by the
agents’ batteries to face the uncertainty related to the intraday mar-
ket, as an agents’ flexibility service for the community. The model
has been programmed in Python-Pyomo and tested in the IEEE 33-bus
radial distribution system under three different scenarios showing that
the DERs can i) self-satisfied the reactive power demand, ii) provide
reactive power to the DSO, and iii) decrease the community cost sig-
nificantly in an eventual ancillary services market.
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Solar Farm Cable Layout Optimization as a Graph Prob-
lem
Sascha Gritzbach, Dominik Stampa, Matthias Wolf

We introduce the Solar Farm Cable Layout Problem (SoFaCLaP),
the optimization problem of finding a cost-minimal cable layout in a
utility-scale solar farm. A given set of photovoltaic strings must be

connected to transformers via other electrical devices such as invert-
ers. Each device has a capacity on the number of strings that can use
this device. For each connection in use, one of several cable types has
to be chosen. The cable types are defined by their thermal capacity and
their installation costs per unit of length. This gives rise to a step-cost
function on each connection.

We model SoFaCLaP instances as a layered graph where each layer
represents one type of electrical device and edges define pairs of de-
vices in adjacent layers that can be connected. A feasible solution is
a subforest of the graph in which each string is connected to a trans-
former such that all capacities are respected. The costs of a solution are
the costs for the cables on all edges of the forest and the cheapest pos-
sible solution has to be found. It is already NP-hard to find a feasible
solution. We introduce a Mixed-Integer Linear Programming formula-
tion for SoFaCLaP and a publicly available set of synthetic instances
based on real-world parameters.

SoFaCLaP shares points of similarity with classical problems such as
the Steiner Tree Problem on graphs and the Multi-Level Facility Lo-
cation Problem. SoFaCLaP readily allows various extensions such as
installation costs for electrical devices.

Cutting Plane Techniques for Robust Kidney Exchange
Models
Danny Blom, Christopher Hojny, Bart Smeulders

Kidney exchange programs (KEPs) play a growing role in treating end-
stage renal patients, offering living donor kidneys to recipients with
a willing, incompatible donor. The aim is to identify such donor-
recipient pairs that can exchange donors leading to feasible transplants
for each recipient.

Unfortunately, planned transplants may be canceled for a variety of
reasons, hence it is crucial to plan exchanges while considering failures
and recourse options. In this paper, we reconsider a robust optimization
model with recourse proposed in Carvalho et al. (2020), taking into ac-
count the event that a number of donors leave the KEP. In the recourse
step, the goal is to maximize the number of recipients matched in both
the initial and recourse solution. Current algorithms do not allow us to
find optimal solutions for this model for realistic-sized KEPs within a
reasonable time frame.

‘We propose a new variable and constraint generation method for solv-
ing a large-scale mixed-integer programming formulation based on
cutting planes. We characterize this method based on two widely used
integer programming models for KEPs. Furthermore, a lifting tech-
nique is proposed to obtain stronger cuts to speed up computation.
Computational results show that our algorithm is very competitive, im-
proving the running time of the state-of-the-art method by an order of
magnitude. Furthermore, our methods are able to solve a large number
of previously unsolved instances within the same time limit.

A heuristic approach to integrate train timetabling, plat-
forming, and railway network maintenance scheduling
decisions

Richard Lusby, Qin Zhang, Pan Shang, Xiaoni Zhu

Train timetabling, platforming, and network maintenance scheduling
are three highly interdependent problems that are crucial in the plan-
ning of railway operations, and each is normally addressed separately.
In this paper, we simultaneously optimize these problems for a high-
speed railway network that is comprised of multiple railway lines and
stations. We model the railway network on a mesoscopic level and
formulate a 0-1 binary integer programming model that minimizes the
total train weighted running cost and any deviation from ideal mainte-
nance task start times. A heuristic procedure, which dynamically up-
dates the available time windows for each of the trains, is used to con-
trol the number of train paths in the mathematical model. The math-
ematical model is repeatedly solved, and at each iteration we gradu-
ally modify the set of train paths available. Four different strategies
to modify train time windows are used in the train path modification
step and their selection depends on the solution to the mathematical
model. Computational results for three networks of different sizes con-
clusively demonstrate that there is not only benefit in integrating these
problems, with improvements of as much as 30%, but also that the
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proposed solution approach is highly effective. Compared to the com-
mercial solver CPLEX, the proposed approach is able to more quickly
find better quality solutions within a given time limit.
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Algorithms for weighted global defensive vertex and
edge alliances
Kacper Wereszko, Michat Matafiejski

Global defensive alliance (GDA), global edge alliance (GEA) and
global 2-complete alliance (G2CA) are graph theory problems related
to dominating sets. A defensive, edge, or 2-complete alliance in a
graph is a subset of vertices for which every vertex, edge, or clique of
size up to 2, respectively, is secured in this alliance.

Decision versions of these problems are known to be NP-complete,
even when the input is restricted to subcubic graphs. Weighted GDA
and GEA problems have some interesting practical applications. While
for weighted GDA there are some studies regarding complexity and
fixed parameter tractability, for weighted GEA and weighted G2CA
these questions remain open. Also, there is a lack of methods that
could solve weighted GDA, GEA or G2CA problems efficiently in
general graphs. Moreover, in the literature there are no mentions of
approximation algorithms for (weighted) GDA, GEA and G2CA that
achieve a constant approximation ratio.

In this talk we want to present our work of designing efficient algo-
rithms that, for an arbitrarily given simple graph, yield a subset of ver-
tices of the graph, which is a legal weighted global defensive alliance,
global edge alliance or global 2-complete alliance, with size close to
the optimal one. We formulated weighted GDA, GEA and G2CA as
ILP problems and we designed, analyzed, implemented and tested a
Local Search (LS)-based heuristic for both problems.

Shortest Path Interdiction on Temporal Graphs
Jan Boeckmann, Clemens Thielen, Alina Wittmann

Temporal graphs are a generalization of static graphs where the vertex
set is fixed, but the edge set changes over time. Despite broad applica-
bility, little is known about interdiction problems like the shortest path
interdiction problem on temporal graphs. Whereas the shortest path in-
terdiction problem is NP-hard in the static case, there exist, depending
on the definition of "shortest", exact polynomial-time algorithms in the
temporal case.

For various meaningful definitions of "shortest" paths on tempo-
ral graphs, we present corresponding complexity results or exact
polynomial-time algorithms for the shortest path interdiction problem
on temporal graphs. To the best of our knowledge, we are the first
to investigate the highly relevant shortest path interdiction problem on
temporal graphs.

Using pseudo cuts to solve the sharing problem with
conflict graphs
Abdelkader Sbihi

We study the sharing problem with incompatibility graph (SPCG) de-
fined on disjoint classes of elements and whose objective is to maxi-
mize the total outcome guaranteed under resources constraint. SPCG
considers conflict constraints between pairs of elements. This problem
is particularly interesting when conflicting decisions appear for certain

optimization problems. We recall that the sharing problem considers
items distributed on disjoined classes and whose objective is a fair shar-
ing of resources between the different classes. Given a graph G=(V, E),
we say that two items i and j are incompatible if the edge (i,j) of E a
subset of VXV represents an independent set constraint. It is clear that
considering a subset of pairs of incompatible elements per class repre-
sents a conflict graph. We propose several algorithms to solve SPCG. A
first approach is a constructive greedy heuristic that iteratively builds
a feasible solution. A second approach is a Relax-and-Reduce (RR)
matheuristic technique.

We solve a series of relaxed problems which, in turn, lead to a series
of reduced problems. Then, to improve the performance of the RR al-
gorithm, we introduce: (i) valid inequalities to accelerate the solution
of reduced problems and (ii) an approach chosen to reduce the gap
between the lower and upper bounds.

Experimental tests show the efficiency of incorporating valid pseudo
valid cuts for this problem.
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Salvage Logging Under Uncertainty
Constanza Lorca, Rodrigo A. Carrasco

The rise of wildfires worldwide depicts a severe threat for the forestry
sector affecting their primary income source. The "Salvage Logging
Problem" stems from this scenario, where the major challenge for the
forestry company is to decide between claiming certain forest stands
to the insurance companies or harvesting the burnt timber. In the latter,
there is a limited timeframe before the wood loses its value due to stain-
ing and decomposition. The post-fire strategy aims towards optimizing
forestry’s financial metrics. However, given that the harvesting sched-
ule is based on estimations of wood availability, errors might place
the company in an unfavorable position at the end of the harvesting
period. Our research study introduces a novel stochastic optimization
model for scheduling activities under uncertainty. The introduction of
chance constraints aims to stabilize the company’s financial position,
as well as reduce the unharvested wood inventory, considering the es-
timation errors inherent to this problem. Additionally, this approach
can increase the personnel’s utilization rate, which in turn reduces the
risk of losing their jobs. Through real forest instances and simulations,
we examine the chance constraint’s impact and the performance of our
model’s key metrics. The decisions made through this approach can
improve the workforce’s planning, providing a suitable solution for the
forestry, regarding their operational constraints and adverse circum-
stances.

Strategic Workforce Planning with Deep Reinforcement
Learning
Sandjai Bhulai

We present a simulation-optimization approach to strategic workforce
planning based on deep reinforcement learning. A domain expert ex-
presses the organization’s high-level, strategic workforce goals over
the workforce composition. A policy that optimizes these goals is then
learned in a simulation-optimization loop. Any suitable simulator can
be used, and we describe how a simulator can be derived from his-
torical data. The optimizer is driven by deep reinforcement learning
and directly optimizes for high-level strategic goals. We compare the
proposed approach with a linear programming-based approach on two
types of workforce goals. The first type is operational, consisting of
a target workforce that is relatively easy to optimize for but hard to
specify. The second type is strategic and is a possibly non-linear com-
bination of high-level workforce metrics. These goals can easily be
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specified by domain experts but may be hard to optimize for with ex-
isting approaches. The proposed approach performs significantly bet-
ter on the strategic goal while performing comparably on the opera-
tional goal for both a synthetic and a real-world organization. Our
novel approach based on deep reinforcement learning and simulation-
optimization has a large potential for impact in workforce planning.
It directly optimizes for an organization’s workforce goals that may
be non-linear in the workforce composition and composed of arbitrary
workforce composition metrics.
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Real Options view to Firm Resilience - Additive Manu-
facturing Point-of-View
Mikael Collan

Resilience is the ability of firms to cope with sudden and dramatic
changes in the business environment. Typically firms with the flexi-
bility to change the way they are operating in terms of what they pro-
duce and how they operate are less vulnerable to dramatic changes than
companies with fixed architectures and product sortiments. In the field
of manufacturing resilience is a topic that has risen in importance with
the pandemic. Digital additive manufacturing, commonly known as
3D-printing, is a highly flexible digital manufacturing process capable
of producing parts with highly complex geometries by using metals,
plastics, and resins. An additive manufacturing unit is substantially
a "universal production machine" capable of producing any geometry
within its limits. This means that the owner of the unit has flexibility
to decide what to produce - flexibility that a single purpose machine
does not carry. When a fleet of additive manufacturing machines is
used, a company can flexibly and with relatively low costs, change
their production according to demand. This makes flexible manufac-
turing companies robust and resilient. The flexibility is not automatic
that is, it has to be constructed by way of preparing processes and the
personnel for possible fast changes and by obtaining access to libraries
of digital "recipes" for a wide range of products. We take a strategic
real options and dynamic capabilities view on these issues.

Real optionality of flexible policies - designing a long-
term sustainable approach for adoption of new technol-

ogy
Mariia Kozlova, Mikael Collan, Julian Scott Yeomans

Many countries have run down their renewable energy support
schemes. This development has been due to market evolution and the
lack of flexibility within the policies. When policies are suddenly can-
celled the effects may be negative on the investment climate, especially
if cancellations are retroactive in the sense that their effects touch in-
vestments that are already in place with sunk costs. In this respect, it
would make sense to have policies in place that adapt to the changing
environment and thus any changes can be ex-ante understood and val-
ued by investors - interestingly such adaptive policies are still rare and
there is a research gap with regards to such policy architectures.

In this research, we study adaptive policy architectures and ex-ante
analysis of renewable energy support policies from the point of view of
policy flexibility. The tool used for the analysis is the Monte Carlo sim-
ulation together with Simulation Decomposition. The method used is
able to consider combinations of factors and intuitively present results.
As real-world cases, we study the flexible Russian renewable energy
policy and the inflexible Finnish biofuel support policy. We also out-
line the importance of considering other support instruments that may

affect policy efficiency. Our conclusion is that adaptive policies can be
more long-standing and thus more sustainable from the point of view
of investors, especially in terms of lowering political risks associated
with policy changes.

Why Real Option Valuation Fails in the Context of Man-
agerial Investment Decision Making
Jyrki Savolainen

This paper discusses some of the underlying assumptions of real op-
tion valuation (ROV) -logic to pinpoint some of the main reasons on
why and how it has failed to make its way into the managerial invest-
ment decision-making practice in projects. As our central claim, we
argue that the quantitative ROV represents investment decisions as a
gamble without the context of ownership or entrepreneurship. By term
gamble, we refer to the assumption that investment decisions would be
recurring situations where the risks are hedged out by the current cash
position of the player.

We further elaborate on four conditions of investment decision-making
and their effect on the "real optionality" of decisions. First, the major-
ity of managers can be considered risk-averse investors who are will-
ing to settle for the investment value provided by the traditional Net
Present Value (NPV) calculation. Second, in most cases, there is lim-
ited availability of financing for risky projects and if it is available, the
funding is heavily concentrated on certain market players. Third, many
companies operate close to monopolistic "winner take all" -markets
suggesting that many investment outcomes are viewed by managers as
win-lose binary outcomes instead of continuous numbers. Lastly, the
value of projects is tied to the existing capabilities of the companies
which inhibits their formulation as explicit ROV problems.

Industrial Utilization or Storage of CO2? A Compound
Real Options Valuation for the Retrofitting of Coal-Fired
Power Plants

Reinhard Madlener, Qinghan Yu

We investigate the sequential investment in carbon capture and stor-
age (CCS), i.e. the case of retrofitting of a coal-fired power plant,
and carbon capture and utilization (CCU) for methanol production.
A (nested) compound real options model based on a backward recur-
sive dynamic programming algorithm is used for the analysis. The
options to invest in CCS and CCU are investigated individually first,
and then sequentially, leading to a hybrid CCUS plant that enables
both methanol production and CO2 storage. The prices of electricity,
carbon and methanol are considered as stochastic and correlated with
each other. Managerial flexibility exists regarding a postponement of
the investment decision and the real-time optimization between sell-
ing methanol to the market or storing CO2 for earning carbon credits
after establishing the CCUS plant. We find that at today’s relatively
high CO2 prices CCS investment is economically rational, whereas
CCU for methanol is not. Combining CCS with CCU increases the
overall investment probability and potential for larger profits. Since
methanol is more valuable than CO2, CCU can be expected to domi-
nate the value of the compound option for the case of favorable market
conditions (i.e. sufficiently high methanol and CO2 prices).
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Improving discounted cash flow-based valuations with
random forests
Lukas Benjamin Heidbrink

Accounting regulations as well as company valuations require dis-
counted cash flow (DCF) based valuations and hence cash flow fore-
casts. Traditional methods for the preparation of such forecasts are of-
ten either highly subjective and not comprehensible or simple extrapo-
lations of historical data. This talk discusses random forests (Breiman,
2001) as an alternative forecasting method for use with DCF-methods.
It consists of a large number of decision trees to estimate and forecast
historical accounting data. While random forests are more difficult
to interpret than regressions, they are superior to artificial neural net-
works in terms of comprehensibility and achieve higher accuracy than
extrapolations in many settings. The forecasting performance of pre-
sented models is evaluated based on one-step ahead direct forecasts,
many-step ahead recursive forecasts and iterative one-step forecasts.
Results indicate that random forests predict operating cash flows with
higher accuracy than extrapolations, especially in the short term. This
systematic forecasting of cash flows hence is a useful alternative to
regular methods. It improves the quality of financial statements and
company valuation wherever DCF-based methods are applied, at least
by providing a further reference value.

Data accounting
Michat Jan Gajda

Error tracing and error-impact estimation has been a holy grail of prac-
tical use of automated approaches to risk reporting, large-scale dis-
tributed error tracking, automated debugging.

Since processing of risk reports and data analysis pipelines can be fre-
quently expressed using a sequence relational algebra operations, we
propose a replacement of this traditional approach with a data summa-
rization algebra that helps to determine an impact of errors. It works
by defining data analysis of a necessarily complete summarization of
a dataset, possibly in multiple ways along multiple dimensions. We
also present a practical experience report and sample implementation
in Haskell to better communicate how this error impact tracing also
facilitates easier debugging and more efficient development of analysis
pipelines.

This approach can also be described as an extension of axiomatic the-
ories of accounting into data analytics, thus dubbed data accounting.
We also propose formal properties that allow for transparent assertions
about impact of individual records on the aggregated data and ease de-
bugging by allowing to find minimal changes that change behaviour of
data analysis on per-record basis.

A cash-flow inventory problem maximising the survival
probability with joint chance constraint
Zhen Chen

This paper investigates a multi-period stochastic cash-flow inventory
problem maximising the long-time survival probability, which may be
the objective of some companies especially in the economic distress
periods. In order to avoid too much lost sales, there is a joint chance
constraint that the lost sale rate in the planning horizon should be lower
than a specified level. We adopt the sample average approximation
(SAA) method to solve the problem and construct a statistical upper
and strict lower bounds for it. The extended formulation of SAA and
rolling horizon approach are also applied to speed up the computation
when the problem size is large. Finally, we test the performance of the
approaches in an extensive computational study.

detecting companies’ financial distress on time: adding
business perspectives to machine learning models
Jelena Radovanovic, Christian Haas

Corporate bankruptcies often have severe consequences for all stake-
holders, from financial stakeholders losing their investment to employ-
ees losing their jobs. Traditional bankruptcy prediction models typi-
cally focus on predicting the event of bankruptcy itself, without con-
sidering additional criteria such as the volume/lost capital and lost jobs.
We improve bankruptcy prediction models by actively integrating the
magnitude of bankruptcy into the decision process. For this, we define

two new performance metrics: first, the number of jobs that are affected
by the bankruptcy, and second, the capital that the investors would
not have lost if the financial distress of the company was recognized
on time. To estimate the predicted socio-economic costs of differ-
ent models, we implement several Machine Learning [U+202F]models
and compare them to two frequently used statistical methods, multi-
variate discriminant analysis and logistic regression, the latter serving
as a benchmark to show the improvements of the predictions that can
be achieved using Machine Learning models. We apply the models
on a large real-world data set consisting of information about listed
companies in North America from the Compustat database, for the
period from 1985 to 2020, with over 190,000 company-year obser-
vations. The results show that models that yield the lowest predicted
socio-economic costs do not necessarily correspond to the best models
on traditional statistical metrics such as accuracy.
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Parametric Stochastic Dynamic Programming. Appli-
cation to Day-Ahead and Intraday Co-Management of a
Power Unit

Michel De Lara, Adrien Le Franc, Pierre Carpentier,
Jean-Philippe Chancelier

We consider a multistage stochastic optimization problem whose data
(stagewise costs, dynamics) depend on a sequence of deterministic pa-
rameters. Under a white noise assumption, the problem is amenable
to dynamic programming. As a first contribution, under convexity and
differentiability assumptions, we display a backward equation for the
gradients of the Bellman value functions with respect to the parameter.
Second, when the differentiability assumption is not satisfied, we pro-
pose two approximation methods for the stagewise costs: one is based
on a smooth approximation with the Moreau envelope; the other one
on a polyhedral approximation and uses the SDDP algorithm. Third,
we provide an application in energy management. We consider a re-
newable power unit equipped with a battery and engaged in day-ahead
load scheduling. The unit manager must submit a day-ahead power
production profile (sequence of deterministic parameter) prior to every
day and, by operating the battery (intraday decisions), is engaged to de-
liver power accordingly and is charged penalties if the delivered power
differs from the submitted profile. The production profile affects the
optimal value of the intra-day management of the battery, where the
photovoltaic production induces stochasticity. Thanks to the theoreti-
cal results above, we provide optimal production profiles and compare
them to state of the art approaches (MPC).

Dynamic programming in convex stochastic optimiza-
tion
Ari-Pekka Perkkio

This paper studies the dynamic programming principle for general con-
vex stochastic optimization problems introduced by Rockafellar and
Wets in the 1970s. We extend the applicability of the theory by re-
laxing compactness and boundedness assumptions. In the context of
financial mathematics, the relaxed assumptions are satisfied under the
well-known no-arbitrage condition and the reasonable asymptotic elas-
ticity condition of the utility function. Besides financial mathematics,
we obtain several new results in linear and nonlinear stochastic pro-
gramming and stochastic optimal control.
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Duality in convex stochastic optimization
Teemu Pennanen

This paper studies duality and optimality conditions in general con-
vex stochastic optimization problems introduced by Rockafellar and
Wets in the 1970s. We extend the applicability of the theory by re-
laxing compactness and boundedness assumptions. In the context of
financial mathematics, the relaxed assumptions are satisfied under the
well-known no-arbitrage condition and the reasonable asymptotic elas-
ticity condition of the utility function. Besides financial mathematics,
we obtain several new results in linear and nonlinear stochastic pro-
gramming and stochastic optimal control.

Stochastic Dual Dynamic Programming for Optimal
Power Flow Problems under Uncertainty
David Wozabal, Adriana Kiszka

We propose the first computationally tractable framework to solve
multi-stage stochastic optimal power flow (OPF) problems in alternat-
ing current (AC) power systems. To this end, we use recent results
on dual convex semi-definite programming (SDP) relaxations of OPF
problems in order to adapt the stochastic dual dynamic programming
(SDDP) algorithm for problems with a Markovian structure, employ-
ing scenario lattices to discretize the underlying randomness. We show
that the usual SDDP lower bound remains valid and that the algorithm
converges to a globally optimal solution of the stochastic AC-OPF
problem as long as the SDP relaxations are tight. To test the practi-
cal viability of our approach, we set up an extensive case study of a
storage sitting, sizing, and operations problem under uncertainty about
demand and renewable generation using the IEEE RTS-GMLC net-
work. We show that the convex SDP relaxation of the stochastic prob-
lem is usually tight and discuss ways to obtain near-optimal physically
feasible solutions when this is not the case. Using these results, we
demonstrate that the algorithm finds a physically feasible policy with
a small optimality gap to the original non-convex problem and yields a
significant added value of $27%3$ over a rolling deterministic planning
policy.
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INSYSTED Workshop - Are you SERIOUS?! - Teaching
Operations Management through Serious Games
Kristian Bénsch, Lissy Langer, Jens Weibezahn, Thomas
Volling

The open-source platform INSYSTED (Integrated System for Euro-
pean Digital Learning) is currently being developed by a consortium of
Technische Universitéit Berlin, University College London, Politecnico
di Milano, and CentraleSupélec in Paris. The INSYSTED platform
supports lecturers in creating, playing, and sharing serious games. In
this workshop, we want to introduce the INSYSTED framework and il-
lustrate its application using a serious game that focuses on Operations
Management.

Operations management is a quantitative core area of Industrial En-
gineering and Management education where students need to tackle
the stochastic-dynamic interdependencies of processes within supply
chains. In order to do so, students need to acquire a deep understand-
ing of the underlying theoretical concepts, methods, and tools. This is
especially challenging for students at an introductory level. The het-
erogeneous knowledge and interests as well as the sheer number of

participants in typical introductory courses urgently require new solu-
tions for personalized learning. Against this background, a web-based
serious game was developed at Technische Universitit Berlin. In sub-
sequent game levels, students are confronted with the challenges of
everyday production management, experience system dynamics, and
improve their analytical skills.

In this workshop we want to introduce the serious game, user manage-
ment, and learning management system integration in an interactive
manner and present insights from using the game in Operations Man-
agement education. We will discuss with teachers how they can adapt
the game to their individual needs. Teachers will gain access to the
platform and will be able to setup and play their own games.
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Assessments manipulation in the pairwise compar-
isons method
Konrad Kutakowski, Michat Strada

Comparing alternatives in pairs is a well-known technique for ac-
quiring preferential information also used in the Analytic Hierarchy
Process. Based on such information, a ranking (or recommendation)
is built, and a decision is made. If the expert making comparisons
and the decision-maker is the same person, the results of compar-
isons, although perhaps inaccurate, are usually sincere. Generally, the
decision-maker will not try to deceive himself. If, however, the roles
are played by two different people, there is a danger that the expert may
want to express insincere views. Our work is interested in how diffi-
cult it is for an expert to be dishonest about the pairwise comparison
method. We will propose an effective algorithm of dishonest behavior,
and knowing its assumptions, we will consider how to make it ineffec-
tive.

Combination of AHP and GIS to select suitable sites for
green hydrogen production in North Africa
Maria Cristina Pinto, Emere Arco, Maria Gaeta

To achieve decarbonization, a key step relies on the identification and
adoption of appropriate carbon-neutral solutions, requiring structural
changes in the energy field that affect society, economy, environment
and reshape the geopolitical landscape. Being a multi-disciplinary and
spatially-constrained process, energy transition takes effectively place
if appropriate methodologies and instruments are adopted, to deliver
ad-hoc strategies and support strategic decision-making processes. In
this challenging framework, exploiting the synergic combination of
the Analytic Hierarchy Process (AHP) with Geographical Information
System (GIS) can offer the adequate decision framework to adopt geo-
informed interventions, based on different factors and multi-actors per-
spectives. Specifically, this analysis aims to select suitable sites for
the production of green hydrogen, through water electrolysis enabled
by renewable electricity. Even if recognized as one of the promising
candidates to drive the energy transition, its production relies on sev-
eral factors, among which the availability of renewable energy, water
disposal, adoption of efficient technologies, infrastructure readiness,
social acceptance. Focusing on North African areas, the methodology
combining AHP and GIS allowed to assess specific drivers and barriers
that, belonging to society, technology, environment, geopolitics, and
economy, affect green hydrogen adoption, providing potential suitable
sites for its production.
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Estimating the Carbon Emissions Caused by Electric
Vehicle Use in Turkey Using Marginal Emission Factors
Murat Kaya, Tugce Yuksel, Mohamed Maarouf

Electric vehicles (EVs) generate zero carbon emissions during their
use; however, the generation of the electricity to charge the EVs does
so, the extent of which depends on the primary energy resources used
in power generation. In this study, we estimate the carbon emissions
caused by the introduction of EVs in Turkey. To this end, we first
characterize the EV power demand by the hour based on a simula-
tion model. The model considers EV model characteristics, trip times,
and lengths as well as the charging behaviors of EV users. We then
characterize the electricity supply in the Turkish power system by de-
termining the marginal power plants and by estimating the Marginal
Emission Factor (MEF) for the system. We use real hourly generation
data of the country by fuel type, under four different seasons and three
time-of-day periods, for years 2014 and 2019. Finally, we bring the
supply and demand analyses together to calculate the carbon emission
caused by the introduction of the hypothetical EV fleet and compare
these emissions with that of ICE vehicles.

A Green-Resilient SC optimization model accounting for
uncertainty in demand, disruptions and CO2 prices
Jodo Ribeiro, Daniel Santos, Ana Paula Barbosa-Pévoa

Society has developed an increasing awareness of the importance of
resilience and, in particular, the resilience of supply chains (SC). An
area of relevance is the relationship between resilience and sustainabil-
ity and how to approach the issue in a context of uncertainty. For ex-
ample, reusing products and their re-introduction into the value chain
is a sustainability challenge that requires a correct valuation of the so-
cietal cost of environmental impact while ensuring that companies and
their SC remain competitive and resilient. In this work, a Mixed In-
teger Linear Programming Model is used to approach the SC design
and planning problem. This strategic-tactical model has three sources
of uncertainty: 1) Demand 2) Disruptions 3) Price of CO2, through
robust optimization. By modelling disruptions and monetizing the en-
vironmental impacts of SC in its different components (production,
transport, installations and waste) and applying it to a case study, it
is possible to obtain reliable results that feed robust conclusions and
valuable managerial insights. For this purpose, we provide an anal-
ysis of the impact of considering uncertainty in the three mentioned
dimensions, using a novel way of modelling uncertainty in the context
of resilient SC, and assess the Expected Value of Perfect Information.
Additionally, we assess the impact of monetizing CO2 and of apply-
ing circular economy principles by comparing forward and closed-loop
SC.

Identification of sustainability and resilience attributes
for modeling agri-food supply networks in emerging
economies: a case of the dairy supply chain in Colom-
bia.

llia Rivera, Nicolas Clavijo-Buritica, Andres Gonzalez, Juan
Felipe Reyes Rodriguez

The concern to include sustainability and at the same time resilience
parameters in the modeling of agri-food supply chains is a challenge
for decision-makers. The search for continuity of agri-food network
operations in the face of any disruption can generate strategies that
negatively impact sustainability. This study characterizes those pa-
rameters of sustainability and resilience of the dairy supply chain un-
der a network modeling approach and the potential trade-offs that can

emerge between the underlying economic, social and environmental
objectives of said parameters. This study constitutes a contribution to
both sustainable supply chain and network operations by tailoring a
model in a developing country setting, meaning highly dispersed loca-
tion of its production units and lack of road infrastructure, concerning
the achievement of sustainable development goals

4 - Assessment of Resilience and its characteristics in sys-
tems and networks
Martin Bruckler, Lars Wietschel, Lukas MeBmann, Andrea
Thorenz, Axel Tuma

Multiple global crises have unveiled the fragility of efficiency-driven
systems and networks of all kinds over the last decades. Many coun-
tries have implemented strategies to lower this risk and increase the
resilience of critical infrastructure and supply networks. Several qual-
itative and quantitative concepts and definitions of resilience in vari-
ous fields already exist. However, many resilience measurements are
dedicated to only one or few aspects of resilience conceptualized in
theory. Reviews classifying measurement of system resilience accord-
ing to theoretical resilience concepts are lacking in literature. We
propose a classification framework that generalizes selected resilience
measurements for systems and networks following resilience theory.
First, these measurements are identified in literature. Subsequently,
they are subdivided into fields of application and classified regarding
the resilience aspect measured. Third, the classified measurements are
generalized to unveil similarities between them, and to assign mea-
surement components to the respective theoretical resilience concept.
Our results unveil how resilience characteristics conceptualized in the-
ory are quantified in different systems and networks to close the gap
between theoretical resilience concepts (e.g., resilience trapezoid) and
quantitative assessments of resilience. This allows for a broader ap-
plicability of suitable resilience metrics in infrastructure or supply net-
work optimization models.

m MB-23

Monday, 10:30-12:00 - Y307
OR in Forestry |

Stream: Specific Applications of OR in Agriculture,
Forestry and Fisheries

Invited session

Chair: Lidija Zadnik Stirn

1 - OR and sustainability: Quantitative relationships in US
national forest plans that may be accommodated in OR
efforts aimed at sustainable forest management
Pete Bettinger, Krista Merry, Alba Rocio Gutierrez Garzon

Embedded within US national forest plans is language that may be
used to demonstrate forest managers’ commitment to follow sustain-
able forest management principles. Some language may be translated
into mathematical relationships that form the objectives or constraints
associated with operations research approaches for developing man-
agement schedules. Twenty-one recent strategic national forest plans,
finalized between 2014 and 2022 under the "2012 Planning Rule",
and which range in length from 140 to 658 pages, were selected for
this study. The plans indicated that they promote ecological, social,
and economic sustainability of the natural resources on lands adminis-
tered. Contributions to sustainability from these plans may be inferred
through traditional financial measures, amenity values, and other non-
market mechanisms. The specific quantitative relationships for doing
so were extracted from each plan based on a thorough reading of each.
The characteristic or statement strength of each observed quantitative
relationship was ranked by three experts using a 5-point scale from 2
(strong, clear, sufficient evidence to implement) to -2 (weak, unclear,
insufficient evidence to implement). Findings from this work provide
guidance to planners in efforts to more formally and clearly state de-
sired future conditions of managed forests, and provide society insight
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into the various ways in which planners have been considering mea-
surable sustainability criteria on US national forests.

Forest landscape planning under deep uncertainty: an
interactive multi-scenario multiobjective approach
Babooshka Shavazipour, Dmitry Podkopaev, Kaisa Miettinen

Decision-making problems of forest landscape planning often have a
high dimensionality, involve multiple conflicting objectives and vari-
ous sources of uncertainty. The decision maker needs decision support
tools to deal with such complex problems. Many sources of uncer-
tainty, such as the effects of climate change, cannot be handled through
probabilistic models. They, however, might be described as a set of
plausible outcomes of future states called scenarios.[U+202F]When
decision makers do not have (or cannot agree upon) the likelihood of
these scenarios to occur (also known as deep uncertainty), they can be
supported to find robust decisions that perform satisfactorily in a wide
range of scenarios. Here, support is needed in balancing the tradeoffs
of conflicting objectives and scenarios. [U+202F] We propose a novel
interactive multi-scenario multiobjective approach to support sustain-
able decision-making under multiple sources of uncertainty. It incor-
porates domain expertise of a decision maker and includes a preference
simulation technique to ease her/his preference elicitation process. We
demonstrate the useability of the proposed approach as a decision sup-
port tool with a case study of forest landscape planning with a 50-year
planning horizon involving four objectives and twelve scenarios.

Heuristic approaches for forest road and timber trans-
portation problems.

Marta Mesquita, Miguel Constantino, Susete Marques, Jose
Borges

Planning forest roads and timber transportation can be a challenging
problem due to real world problems size and complexity. We consid-
ered a forest case study that extends over 7623 ha located in Northwest
Portugal. A harvest scheduling plan that encompasses ten 10-years pe-
riods is known. The plan conveys information about the stands to har-
vest in each period as well as about timber volume to be transported
to sawmills and pulp plants. Based on GIS information a forest road
network linking potential timber loading sites to national or municipal
roads is designed. A MILP model is proposed aiming to minimize for-
est road building and maintenance costs as well as timber loading and
transportation costs, over the planning horizon. A straightforward use
of a solver (CPLEX) for this MILP model was not able to provide good
solutions. The dimensions of the instances were too large, in terms of
the number of vertices, edges and arcs, and the linear programming
relaxation bounds were weak, due to a set of big-M variable upper
bound constraints, that force a forest road to be built or maintained if
timber flows through it. To overcome these issues, we develop and
compare different heuristic procedures based on network model sim-
plifications and/or clustering approaches, to estimate tighter variable
upper bounds. We present and discuss computational experience con-
sidering different harvesting scheduling plans for the case study.

Socio-ecological and economic conflicts in forest man-
agement: adapting risk into a group multicriteria
method based on fuzzy logic

Lidija Zadnik Stirn, Spela Pezdevsek Malovrh, Vasja Leban

Remarkable research interest is initiated in forest management because
of conflicts deriving from social, economic, climatic, ecological, and
other changes. Society’s demands conflict with forest capabilities, and
economy conflicts with ecology and social elements. Further, forest
planning is confronted by risk and uncertainty. Conflict and risk reduc-
tion play an important role when performing proper forest management
strategies. Thus, the offered model that investigates management sce-
narios which foster resilience of forests and adjacent areas and respects
the public acceptance of decisions works with unstructured problems,
inaccurate data, uncertainty, conflicting interests, and vagueness of hu-
man thoughts. The three-phase decision model is established on partic-
ipatory, multicriteria and dynamic methods based on fuzzy logic. The
first step is the selection and prioritization of members of a decision-
making group. In the second step the selected members determine the
forest management scenarios, goal, criteria, and sub-criteria. Fuzzy

linguistic scales within fuzzy AHP are used for evaluation of the crite-
ria. A special attention is paid to weigh the risk of criteria by transfor-
mation of fuzzy numbers through a-level cuts. The outcomes are input
for the third phase, where a network in the sense of DP is plotted, and
optimal sequence of alternatives through the network is calculated. An
example dealing with a small urban forest in Slovenia illustrates the
proposed model.
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A novel approximation scheme for multidimensional
queueing models
Marko Boon

Multi-dimensional queueing systems are a fundamental building block
in the modeling and understanding of a plethora of dynamic processes,
with an extremely broad range of applications, yet (exact) results for
such models are typically very hard to obtain or are even lacking.
Steady-state distributional results are thus not generally available and
even (good) approximations tend to be difficult to derive or to com-
pute for higher dimensions. In this paper, we focus on a novel ap-
proximation scheme, ultimately leading to a better understanding of
the stochastic systems at hand. We make use of a functional equa-
tion for the probability generating function of the joint queue-length
distribution. This functional equation contains several unknown func-
tions which are typically hard to find. We approximate these unknown
functions with polynomials, allowing us to approximate the unknown
functions by considering the roots of a so-called kernel equation, lead-
ing to a solvable set of linear equations. We show the merits of our
approach by applying our method to several queueing models from the
literature, such as k-limited polling models. We obtain approximations
for the joint queue-length probabilities and several other performance
measures for multi-dimensional processes.

On the Specification of Dynamic Score-Driven Models
Petra Tomanovd, Vladimir Holy

The dynamic score-driven models assume that the time-varying pa-
rameter of any underlying probability distribution follows a recursion
consisting of the autoregressive term and the scaled score of the log-
arithmic observation density. Even though the updating mechanism
follows a defined rule, two decisions have to be made: (i) to choose a
proper underlying distribution and its parametrization, and (ii) a scal-
ing function of the score. The underlying distribution should be suf-
ficiently flexible to model the time series process correctly. Its selec-
tion is rather natural, however, the ‘right’ choice of its parametrization
might be ambiguous. It is commonly driven by criteria such as favoura-
bility of the parameter interpretation and the ability to ensure that the
parameter values satisfy given constraints. However, the choice of the
parametrization alongside the scaling function is rather arbitrary with
an unclear impact on model performance and stochastic properties. We
discuss a wide range of specifications of dynamic score-driven models
and investigate the impact of the parametrization and scaling functions
on the model performance and stochastic properties. We present the
results from the simulation as well as empirical studies such as mod-
eling of arrivals to the queueing systems and modeling of returns and
trade durations in financial markets.

The continuous (S,Se,s) inventory model with dual
sourcing and emergency orders
Yonit Barron
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This paper considers an inventory system of a retailer who uses a con-
tinuous review base-stock policy to manage the inventory. We in-
troduce two types of different demand process patterns: a Markov-
modulated fluid demands with linear rates, and batch size demands
that arrive according to a Markov additive process (MAP). In addition,
two different supply policies are considered: (i) a single regular sup-
ply follows an (S,s) policy with stochastic lead times under lost sales
assumption, and (ii) an additional sourcing of supply that serves as an
emergency one, and brings the inventory up to level 0

Load balancing in a network of queueing-inventory sys-
tems
Sonja Otten

Production processes are usually investigated using models and meth-
ods from queueing theory. Control of warehouses and their optimiza-
tion rely on models and methods from inventory theory. Both theories
are fields of Operations Research (OR), but they comprise quite dif-
ferent methodologies and techniques. In classical OR these theories
are often considered as disjoint research areas. Today’s emergence of
complex supply chains (=production-inventory networks) calls for in-
tegrated queueing-inventory models, which are focus of our present re-
search. We consider a supply chain consisting of production-inventory
systems at several locations which are coupled by a common supplier.
Demand of customers arrives at each production system according to
a Poisson process and is lost if the local inventory is depleted ("lost
sales"). To satisfy a customer’s demand a server at the production
system needs raw material from the associated local inventory. The
supplier manufactures raw material to replenish the local inventories,
which are controlled by a continuous review base stock policy. The
routing of items depends on the on-hand inventory at the locations
with the aim to obtain "load balancing". We develop a Markov process
model for this production-inventory system and show that the station-
ary distribution has a product form of the marginal distributions of the
production subsystem and the inventory-replenishment subsystem.
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Stochastic programming for positioning wildfire sup-
pression resources under wind uncertainty

Filipe Alvelos, David Neto, André Bergsten Mendes, Eduardo
Cunha, Anténio Vieira, Anténio Bento-Gongalves, Sarah
Moura

We consider the problem of deciding the position of a set of available
firefighting resources (e.g. teams of firefighters) in a landscape after a
fire ignition occurs. We propose a stochastic mixed integer program-
ming (MIP) model where scenarios are associated with the wind di-
rection (its intensity is set to a worst-case value) and two lexicographic
objectives are considered: to maximize the average (weighted) number
of locations not reached by the fire and to maximize the average fire
arrival time at all the landscape locations. For each scenario, i.e. each
wind direction, fire transmission times between adjacent locations are
calculated also taking into account slopes and fuels. Using the mini-
mum travel time principle, we integrate fire spread and the positioning
of the resources in a single MIP through decision variables associated
arrival times and the selection of potential positions. The position-
ing of a resource is modeled as a large increment in the fire transmis-
sion time for adjacent locations. We consider that the time taken by
a resource to reach a location depends on its distance to a base loca-
tion. Two solution approaches are devised and implemented: solving
the deterministic equivalent and sample average approximation. We

present computational results with data from a real landscape in Por-
tugal (Municipality of Baido). This research was supported by project
PCIF/GRF/0141/2019 "An Optimization Framework to reduce Forest
Fire", funded by FCT.

Minimizing Noise Pollution from Autonomous Drones
through Spatial Arrangements
Pawel Kalczynski, Zvi Drezner

We develop a location model for the spatial arrangement of a swarm of
drones operating within a densely-developed campus environment that
minimizes the noise level in designated areas: classrooms, meeting
rooms, offices, etc. The proposed model is a non-linear non-convex
model with a differentiable objective and differentiable constraints,
so the analytical gradient, Jacobian, and higher-level derivatives are
available. We combine two obnoxious facility location models: the
minimax and cooperative, and we formulate a hybrid model in which
the drones, separated by the minimum required distance, cooperate in
inflicting nuisance (noise) on designated noise-sensitive points. The
objective function is derived from sound-propagation formulas. The
differentiable constraints to ensure that drones are located outside the
physical structures are developed using Heron’s triangle formula (for
two-dimensional models) and Piero della Francesca’s tetrahedron for-
mula (for three-dimensional models). We propose a two-step solution
technique in which a relatively simple model finds feasible starting
solutions, which are later improved by a local non-linear solver that
utilizes analytical derivatives. We test our approach on simulated two-
and three-dimensional instances as well as on a real-world instance (a
large U.S. university campus).

A Cooperative Covering Location Model for Outsourc-
ing Logistic Services

Silvia Baldassarre, Giuseppe Bruno, loannis Giannikos,
Carmela Piccolo

Many retail companies have been adopting online distribution channels
to fulfil demand requirements. In this scenario, different location-based
strategies based on outsourcing logistic services are implemented to in-
crease efficiency and expand the potential market shares. For instance,
in some cases, companies are integrating the network of their internal
facilities with a set of external pick-up points to deliver their products
to final customers. This work aims to analyse outsourcing approaches
within the location theory framework and provide a mathematical pro-
gramming model to support decision-making. The problem is formu-
lated as a cooperative covering location model. In particular, we sup-
pose that external and internal facilities are characterised by different
coverage decay functions and operating costs. The objective is to re-
design the network by repositioning internal facilities and activating
new external ones to satisfy the potential demand with minimum oper-
ating costs. The model is tested on a real-world case study related to
a distribution network system operating in an urban context. The ob-
tained results are shown and discussed to provide fruitful managerial
implications.

Sensor location by joint entropy maximization
Rui Sa Shibasaki, Olivier Péton, Frangois Queyroi, Maria I.
Restrepo

We consider the problem of estimating freight transportation flows in
an urban road network. For reducing the uncertainty of estimations,
sensors can be installed on the network nodes to capture real data.
However, for economic reasons, sensors are available in a limited num-
ber, thus their location should be optimized. The corresponding prob-
lem is called the Sensor Location Problem. We study the case where
the freight transportation flows are simulated by solving vehicle rout-
ing problems. Given a set of simulation models, the flow captured by
sensors can be used to identify which models can better represent re-
ality. We present an approach aiming to maximize the joint entropy
of the locations, i.e., the sensors must be placed so that the informa-
tion is maximized, avoiding redundancy. The information provided by
a location is measured by its capability of discriminating the models
given the flow data. Decision Tree Classifiers are used for that pur-
pose. We will present results from a case study in Nantes, France, and
will compare our results with several location policies encountered in
the literature.
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Collection and sorting management phase of an indus-
trial site after disaster
Feélix Combaud, Christophe Duhamel, Andréa Cynthia Santos

Industrial disasters in urban areas provide an additional level of com-
plexity due to the proximity to the population. It requires efficient man-
agement of hazardous materials and strong mitigation of the impacts.
Our work focuses on the reverse logistics of dismantling the disaster
area. This is done in two phases : the on-site extraction and sorting of
materials, then the workflow of waste management and recycling. Our
work considers the first phase of this research project.

After an industrial disaster, the affected site is an aggregate of materials
and we aim to schedule the cleaning of the site’s sectors. Precedence
constraints between sectors model the fact that some areas are not ac-
cessible at first, and also some collapsed wastes cover others materials.
In addition, several techniques can be used to perform the extraction
on each sector. This impacts the quality of extracted materials, the
cost and time of extraction. The extraction problem is modelled as a
multi-mode and multi-objectives RCPSP. The modes correspond to the
extraction techniques and the three objectives are (a) the makespan, (b)
the total operation cost, and (c) the quality degradation score. We first
propose an exact method to compute the Pareto front. Then we present
a metaheuristic to compute an approximate Pareto front for larger in-
stances. Each solution is a possible input for the second phase, and it
will have an impact on the recycling management workflow.

Scheduling priority tasks: an application on removing
dangerous products after industrial disasters

Thiago Jobson Barbalho, Juan Luis Jiménez Laredo, Andréa
Cynthia Santos

In 2019, a fire incident at a Rouen industrial site affected tons of chem-
icals, releasing pollutant smoke with dangerous products throughout
an extensive region of Normandy, France, harming the environment
and community at large. In such situations, the released pollutants
can be absorbed by plants and soil or infiltrate into the ground, con-
taminating ground waters. Moreover, volatile products may metabo-
lize into other types of - potentially more harmful - byproducts. As a
result, the cleaning of polluted areas requires the deployment of spe-
cialized teams and equipment. Despite regulations such as the Seveso
Directive, accident prevention policies and emergency plans, opera-
tion after industrial disasters remains a challenge. This study aims
to model the aforementioned situation as a scheduling problem with
precedence constraints and sequence-dependent setup times. The set
of tasks represents the polluted areas and a priority is given to each
task based on its risk level of contamination. The objective is to min-
imize the operation makespan where tasks must be treated following
priority rules. Furthermore, we present a relaxation threshold to find
better solutions by partially or completely relaxing priority rules, ac-
cording to the stated level of strictness. We propose an exact integer
linear program and an Iterated Local Search metaheuristic to solve sev-
eral theoretical instances which allow us to obtain interesting insights
to apply to realistic scenarios.

Debris recycling in post-disaster management
Christophe Duhamel, Julien Autuori, Andréa Cynthia Santos,
Stefan Balev

Technological disasters strongly impact their environment and disrupt
human activities. The area clearing is essential for the restart of the

economic activity. Securing and rehabilitation is critical in case of
hazardous wastes. We consider the debris management of such areas in
order to send them into dedicated recycling processes: concrete, met-
als, sludge and hazardous wastes. It involves injecting large amounts
of materials in a short period of time on existing infrastructures. This
work takes into account the tactical level of operations on a 1 year
time horizon, with a 1 week time discretisation. The problem is mod-
eled as non conservative flows problem on a directed acyclic graph in
which nodes are the steps of the process: impacted area, sorting and
processing centers, landfill and recycling outputs. Several products are
considered in the crisis logistic, thus the modeling relies on a multi-
graph. Each processing center is equipped with front and back storage.
Capacities, processing time, travel time and costs are set to each node
and arc. Two criteria are optimized: the integration of products into
the circular economy and the total logistic cost. The risk criteria is
handled as a constraint, thus allowing to obtain solutions with limited
risks. The Pareto front is computed with the Simplified AUGMented
E-CONstraint algorithm and results are provided on realistic instances.
The C++ language with CPLEX API is used for development.
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The Primal-Dual Method with a Mismatched Adjoint
Felix Schneppe

In recent years primal-dual methods have themselves established as al-
gorithms to solve various optimisation problems. In many cases the
given data is created by a linear mapping of a ground-truth signal. One
of the most well-known examples of such algorithms is the primal-dual
method of A. Chambolle and T. Pock, which uses both the forward lin-
ear operator as well at its adjoint. However, in practical applications
like computed tomography, it is often computationally favorable to re-
place the adjoint operator by a computationally more efficient approx-
imation. This leads to an adjoint mismatch in the algorithm.

We analyse the convergence properties under the presence of a mis-
matched adjoint. We present an upper bound on the error of the primal
solution and derive step-sizes and mild conditions under which conver-
gence is still guaranteed. Furthermore we present convergence rates
similar to these without the adjoint mismatch. Moreover, we illustrate
our results in a few examples with real-world application.

Accelerated Bregman Primal-Dual methods applied to
Optimal Transport and Wasserstein Barycenter prob-
lems

Juan Pablo Contreras, Antonin Chambolle

This paper discusses the efficiency of Hybrid Primal-Dual (HDP) type
algorithms to approximate solve discrete Optimal Transport (OT) and
Wasserstein Barycenter (WB) problems without smoothing. Our first
contribution is an analysis showing that these methods yield state-of-
the-art convergence rates, both theoretically and practically. Next, we
extend the HPD algorithm with line-search proposed by Malitsky and
Pock in 2018 to the setting where the dual space has a Bregman diver-
gence, and the dual function is relatively strongly convex to the Breg-
man’s kernel. This extension yields a new method for OT and WB
problems based on smoothing of the objective and the solution that
also achieves state-of-the-art convergence rates. Finally, we introduce
a new Bregman divergence based on a scaled entropy function that
makes the algorithm numerically stable and reduces the smoothing,
leading to sparse solutions of OT and WB problems. We complement
our findings with numerical experiments and comparisons.
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Hidden convexity in a class of optimization problems
with bilinear terms
Meike Reusken, Bram Gorissen, Dick den Hertog

In this paper we identify a new class of nonconvex optimization prob-
lems that can be equivalently reformulated to convex ones. These non-
convex problems can be characterized by convex functions with bilin-
ear arguments. We describe several examples of important applications
that have this structure. A reformulation technique is presented which
converts the problems in this class into convex and tractable problems.
We show that this reformulation technique can be used to develop the
dual of robust nonlinear optimization problems that are convex in the
optimization variables and concave in the uncertain parameters. To
find the dual of such problems we employ the ’primal worst equals
dual best’ technique, where the uncertain parameters become variables
in the dual. We show that the ’dual best’ formulation has the hidden
convexity structure studied in this paper, and therefore can be reformu-
lated into a tractable convex optimization problem. Additionally, we
show that inverse optimization problems for general linear and non-
linear optimization problems also have the hidden convexity structure,
and hence can also be reformulated as convex problems. The value
of the reformulation is illustrated by several numerical experiments for
the nutritious food supply chain model for the World Food Programme.

Cone of univariate polynomials non-negative on a
bounded interval
Jakub Hrdina

Polynomial optimization problems are problems of optimizing a mul-
tivariate polynomial over the feasible set defined by a finite number of
polynomial inequalities. It encompasses many problems within var-
ious fields of mathematics, e.g. binary optimization, mixed-integer
linear programming, global optimization and partial differential in-
equalities. Problems of polynomial optimization can be equivalently
reformulated as problems over the convex cone of non-negative poly-
nomials. We study the decomposition of univariate polynomials non-
negative on a bounded interval. We also provide a characterization of
the convex cone of univariate polynomials non-negative on a bounded
interval and its dual cone.
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Instance Density-based Adaptive Hybrid Oversampling
to Imbalanced Classification Problems
You-Jin Park

One of the important issues in various machine learning applications
is the class imbalance problem. This problem occurs when the num-
ber of instances of a class is much smaller (or larger) than that of
the other classes. To handle the imbalanced classification problems,
many useful approaches have been developed and used, for example,
synthetic minority oversampling technique (SMOTE) (Chawla et al.,
2002). As a data pre-processing task, it is known that the SMOTE
works well for most imbalanced classification problems. However,
the SMOTE is often sensitive to the predetermined k value, i.e., the
number of nearest neighbors that is used to generate the new minor-
ity class instances. For example, if the k value is moderately large,
some of the synthetic instances generated by the SMOTE would be lo-
cated close to a decision boundary or even within the majority class
area and thus these can be treated as unnecessary noises. Thus, in this
study, we propose an efficient oversampling algorithm called IDAHO
(instance density-based adaptive hybrid oversampling) to improve the
classification performance by generating instances that are closer to

the minority class than the majority class while reducing the number
of noise instanced oversampled. Through the experimental analysis,
it is shown that the proposed method outperforms the traditional over-
sampling methods with respect to AUC and F-measure for most of the
imbalanced datasets regardless of classification models.

Exploring the Possibilities of Geometric Multidimen-
sional Scaling for Large-Scale Data

Viktor Medvedev, Martynas Sabaliauskas, Gintautas
Dzemyda

Multidimensional scaling (MDS) is a well-known and widely
used technique for mapping data from high-dimensional to lower-
dimensional space and data visualization. In our case, the data set
consists of points from a multidimensional space. Although MDS
demonstrates considerable flexibility, the traditional MDS approaches
are limited in the analysis of very large datasets as they require large
amounts of computational and memory resources. An alternative is
to consider the multidimensional scaling from the geometric point of
view. A new method, known as Geometric MDS, has been developed
to minimize MDS stress by an iterative procedure where coordinates of
a particular point of the projected space are moved to the new position
defined analytically. It is proved that coordinates of any point of the
projected space may be recalculated in parallel, independently of the
remaining points. Geometric MDS has the advantage that it can use the
simplest stress function, and there is no need to normalize it according
to the number of data points and the scale of proximity. Geometric
MDS is compared experimentally with SMACOF, which is one of the
most popular realizations of MDS. We investigate how the computa-
tional time consumption for data dimensionality reduction depends on
the dimensionality and size of the data. Geometric MDS outperforms
SMACOF in most cases. This research has received funding from the
Research Council of Lithuania (LMTLT), agreement No S-MIP-20-19.

Scaling-out AutoML Pipeline Search with K8s Cluster
Paulito Palmes, Akihiro Kishimoto, Radu Marinescu,
Elizabeth Daly, Parikshit Ram

For a given classification or regression task, AutoML involves find-
ing the best machine learning pipeline consisting of preprocessing el-
ements, ML model, and their hyperparameters. Due to the nature of
the search space which is exponential, a common approach to speed
up the search is to use bayesian sampling to focus the search in certain
promising regions instead of searching exhaustively. The time budget
is often employed to regulate the large search space involving continu-
ous hyperparameters. To speed up the search, we discarded the hyper-
parameter search by using the default hyperparameters of the pipeline
elements and formulated a two-stage pipeline search strategy. The first
stage starts with a surrogate ML model and searches the corresponding
best preprocessing pipeline by cross-validation. The second stage uses
the best preprocessing pipeline to search the corresponding best ML
model using cross-validation. Each pipeline configuration is indepen-
dent and can easily be parallelized. By leveraging Julia’s distributed
API together with K8s distributed architecture, we implemented a dis-
tributed framework of the two-stage pipeline search strategy and our
results indicate that the best pipeline found is as good and sometimes
better than the results of other algos employing the hyperparameter
search. Our two-stage approach also took significantly less time by
scaling out with K8s cluster and discarding the hyperparameter search.
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Optimal Truck Scheduling of Air Freight using Collabo-
rative Planning
Berend Markhorst, Rob van der Mei, Elenna Dugundji

Air cargo has emerged as an essential pillar in the airline industry and
will probably grow even more in the coming decades. Therefore, air-
lines need to efficiently use their resources to meet the increasing de-
mand in volumes and speed. This study focuses on the export stream
of goods, especially the acceptance of deliveries at the warehouse just
before departure. Most clients’ trucks arrive unevenly divided over
the week. Combined with limited unloading capacity, this results in
heavy congestion at peak hours, which is undesirable for the client
and the airline. Currently, most airlines serve the trucks roughly on
a first-come-first-serve basis. Yet, there is room for improvement in
sequencing the trucks - sticking to a traditional policy as FCFS is not
beneficial with such a complex problem. This study proposes both
an exact model and a heuristic that strongly reduce the waiting times,
increase the acceptance rate and take the uncertainty of arrivals into ac-
count via robust optimization. Also, it compares performance between
the heuristic and the exact model, both in computation time and quality
of the solution. The results show that collaborative planning (i.e. in-
formation sharing) in this sector, such as required unloading time and
expected time of arrival of the trucks, can considerably increase the
throughput and efficiency in a complex supply chain.

Dynamic programming for the management of an oil
production network under partial observation

Cyrille Vessaire, Jean-Philippe Chancelier, Michel De Lara,
Pierre Carpentier

An oil production network is composed of one or more reservoirs (ge-
ological formations containing oil) connected through a network of
wells and pipes. At the beginning of the reservoir exploitation, we
have only partial knowledge of the content of the reservoir, namely a
probability distribution of its initial state.

We propose a formulation of the management of an oil production net-
work, where the reservoir is modeled as a partially observed controlled
dynamical system. This approach leads to a well-known class of prob-
lems: Partially Observed Markovian Decision Process (POMDP).

However, general POMDPs are often untractable due to the curse of
dimensionality. In the case of the proposed formulation, we only need
to consider a subclass of POMDPs, so-called deterministic-POMDPs
(deterministic transition and observation). We highlight and exploit
structure in the deterministic-POMDP formulation to push back the
curse of dimensionality. Then, we are able to use Dynamic Program-
ming to find the optimal production planning. We present numerical
applications and compare the results with state of the art methods such
as SARSOP.

Analysis of stochastic manufacturing systems with un-
reliable operations
Boualem Rabta

We consider a stochastic manufacturing system in which defects can
occur at different stations. Inspection can be performed at selected pro-
cess steps to ensure nonconforming units are removed/reworked prior
to shipment to the customer. In addition, the reliability of the inspec-
tion method at a given process step is taken into account via its defect
detection rate. We build a model for the evaluation of quality control
decisions in manufacturing systems based on queueing network de-
composition method. We evaluate a set of quality control policies in
terms of financial and non-financial measures and provide managerial
insights.
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A project scheduling problem with discounted cash
flow under uncertainty of payments
Maria Elena Bruni, Oncu Hazir

In this research, we study a variant of the project scheduling problem
with discounted cash flow. This problem addresses sequencing of inter-
related activities, which are usually related by precedence constraints,
while maximizing the net present value (NPV) of the cash flows. Many
studies have modelled the deterministic version of this problem. A few
have been conducted to address uncertainty cash flows, mainly con-
sidering the variability in the amounts received or paid. To the best
of our knowledge, the uncertainty of the timing of the payments has
not been addressed in the scheduling context so far. In this paper, we
opt for addressing the problem of maximizing the NPV in the presence
of the above-described uncertainty and considering different payments
models under both a risk-neutral and a risk-averse perspective.

Uncertainty-based sensitivity metrics
Fernando Acebes, Jm Gonzalez-Varona, David Curto, Javier
Pajares

The measurement of the sensitivity of project activities is a problem
that has received significant attention within project management. A
commonly used simulation technique in project scheduling and control
is Schedule Risk Analysis (SRA), which has been shown to provide
realistic information on the sensitivity of project activities that can be
used to perform project control activities. Several metrics are used in
the literature (CI, Crl, SI, SSI, ...), which are used to measure differ-
ent variables of the activities. Since SRA only manages the aleatory
uncertainty of project activities to estimate the sensitivity of activities,
the standard SRA metrics do not accurately depict the activity sensi-
tivity for projects with identified risks. Beyond the different possible
uncertainty definitions, several authors distinguish between four un-
certainty types: aleatoric uncertainty (described by variability), epis-
temic uncertainty (due to ambiguity or imperfect knowledge), stochas-
tic uncertainty (also called ’event risk’) and ontological uncertainty
(unknown-unknowns). In this paper, traditional sensitivity metric cal-
culations of project activities are extended to include all uncertainty
types (aleatoric, stochastic and epistemic). As a result, we propose
a new uncertainty-based sensitivity metric (U-SRA). We conducted a
computational experiment to validate the results, identifying the ac-
tivities with the highest sensitivity value and using the proposed new
U-SRA metric.

A simheuristic to solve a multi-objective flexible flow
shop problem with stochastic machine breakdowns.
Daniel Rodriguez, Daniela Cruz Vargas, David Hernando
Gonzalez Estupifian, Daniel Esteban Delgado Merchan,
Eliana Maria Gonzalez-Neira

This study proposes a simheuristic that hybridizes NSGA-II with
Monte Carlo simulation to solve a multi-objective flexible flow shop
problem with stochastic machine breakdowns. In real contexts, ma-
chine breakdowns generate negative impacts such as loss of time, de-
livery delays, decreased productivity, accumulation of orders, among
others. That is why in this study the times between failures and re-
pair times are considered as stochastic parameters, following an expo-
nential distribution. Three objectives are considered that are expected
makespan (EM), expected tardy jobs (ETJ), and standard deviation of
tardy jobs (SDTJ). The performance of the simheuristic was evalu-
ated through 50 small instances and 209 large instances. The results
for small instances were compared to the simulated solutions given
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by the mathematical model, providing a GAP of -24.96%, -26.29%
and -57.79% for EM, ETJ and SDT]J, respectively. This means that
our stochastic solutions are much better than the simulated solutions
of mathematical model. Moreover, the average running time of the
simheuristic was 30s, whereas for the mathematical model was 1428s.
The performance for large instances was evaluated in comparison to
the simulated solutions given by seven dispatching rules (EDD, SPT,
CR, AVPRO, ATC, NEH, NEhedd). The average improvement pro-
vided by the simheuristic was 47.65%, 48.34% and 30.19% for EM,
ETJ and SDTJ, respectively.
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1 - Integrated lot sizing and blending problems under de-
mand uncertainty
Silvio Alexandre de Araujo, Mauricio Gongalves, Raf Jans

Integration of problems and optimization under uncertainty are topics
that have generated interest in the operational research community. In
this paper, we address two-stage stochastic models of integrated blend-
ing problem and multi-item capacitated lot-sizing problem with setup
times, shortage costs and stochastic demand. Demand cannot be back-
logged, but can be totally or partially lost. Our modeling for the blend-
ing problem considers items as end products that must satisfy prede-
termined proportions of qualities (nutrients, chemical compounds, etc.)
and are produced directly from a blend of components which contain
known proportions of these qualities. Regarding the addressed two-
stage stochastic models, we explore different possibilities for the first
stage decisions. An optimization package is used to solve the mathe-
matical models considering computational results with small-sized in-
stances. The quality of the proposed approaches is assessed by means
of two-stage stochastic indicators, such as, expected value of perfect
information (EVPI) and value of stochastic solution (VSS).

2 - Tactical production and collection planning in the blood
supply chain
Maria Meneses, Daniel Santos, Ana Paula Barbosa-Pévoa

Collection plays a critical role in the blood supply chain as blood is
a limited and scarce resource. Given their perishability, production
should closely mirror demand requirements to guarantee an adequate
supply and avoid wastage. Such planning activities are tainted by un-
certainty, which adds complexity to the management of the blood sup-
ply chain. To deal with the stochastic environment whilst keeping the
desired service level, it is of utmost importance to develop appropri-
ate tools to address mid-term collection plans coupled with production
balancing requirements that achieve some balance between shortages
and wastage. To that end, this paper presents an optimization model for
collection and production of blood products at the tactical level, under
supply and demand uncertainties. The proposed model considers an es-
tablished blood supply chain with multiple facilities, which constrain
the collection and production strategies by the limited personnel and
resources capacity of the network. So, the model also optimizes the
available resources. Besides, the donor pool available and respective
allocation to different collection methods is addressed. Given the com-
plexity of the model, a decomposition technique is applied, namely the
rolling-horizon. In order to validate the proposed methodology, a case
study of a blood supply chain is used to show the usability of the pro-
posed model and compare the performances of the proposed approach
against the current practice.
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3 - Bi-objective stochastic lot-sizing with coordinated ship-
ments
Wilco van den Heuvel, Marcel Turkensteen, Rommert Dekker

Inspired by sustainable goals, we consider the problem of coordinating
shipments in a stochastic lot-sizing setting. In the problem, there are
multiple products, which are shipped periodically from a single sup-
plier to satisfy the demands of customers. Demand of customers is
dynamic and stochastic, but we assume that demand distributions are
known or can be estimated. Costs are associated with the amount of
inventory of each product and with each order of a product. Instead
of constructing an order plan per product, there is an opportunity to
achieve environmental savings by combining orders implying fewer
shipments. This leads to a bi-objective lot-sizing problem with coordi-
nated shipments where both the amount of shipments as well as costs
need to minimized, such that a service level constraint for each product
is satisfied. We study the static-dynamic version of the problem, where
first the ordering periods are determined, and given these ordering peri-
ods the ordering plan per product should be obtained. The complexity
of the problem lies in the fact that not each product may be ordered in a
potential ordering period, as fixed ordering costs are incurred for each
product order placed. We propose several heuristic approaches for this
problem based on dynamic programming and test the performance in
a computational study.

4 - Robust Lot-sizing and Supplier Selection under Lead
Time Uncertainty
Simon Thevenin, Oussama Ben-ammar, Nadjib Brahimi

We study the single item lot-sizing problem with supplier selection
and uncertain lead time. We consider the situation where a company
had preselected a set of suppliers for an item, and these suppliers have
different prices, different lead times, but also different reliability. We
aim to provide a robust optimization approach to decide when to order,
how much to order, and from which suppliers, in the context of un-
certain delivery lead time. We formulate the robust optimization prob-
lem with polyhedral budgeted uncertainty sets. This formulation does
not require assumptions on order crossovers, order splitting, or on the
structure of the demand or lead times. We propose an exact row and
column generation algorithm to solve the considered problem, along
with some enhancements including a fast cut generation procedure. To
improve the scalability of the approach we propose several heuristics,
including a hybrid of the robust counterpart reformulation and row and
column generation, and a fix-and-optimize approach in the row and
column generation framework. Experimental results show that the fix-
and-optimize approach provides good results. Finally, we provide in-
sight into the reaction of the decision-maker to unreliable suppliers.
One of the conclusions is that in the considered framework, an ex-
tremely risk-averse decision-maker selects a single supplier, namely
the most reliable one even if it does not offer the lowest price.
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1 - Extracting values from consumer returns: The role of
return-freight insurance for competing e-sellers
Xiang Zhu
In e-commerce, return-freight insurance (RI) has become a significant
profit-enhancing tool for e-sellers, which is used to compensate con-
sumers for their return-freight fees. E-sellers can buy RI to offer it
to consumers or allow consumers to buy it. This paper develops a
duopoly model to investigate how this new practice (introducing RI)
affects the pricing strategies and demand of two e-sellers with different
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qualities and their RI decisions. First, we confirm that the introduc-
tion of RI does not necessarily lead to market expansion. The increase
in demand of the low-quality e-seller (E-seller L) hinges on its low
RI premium, the competitor’s high RI premium, and the high return-
freight compensation. Counterintuitively, the high return-freight com-
pensation may prevent consumers from buying from the high-quality
e-seller (E-seller H) who offers RI. Second, in contrast to E-seller L,
E-seller H is inclined to lower the selling price if RI is introduced. In
an online platform with RI, offering RI will induce e-sellers will in-
crease their selling prices. Third, e-sellers prefer to offer RI only if
the RI premium is low, the probability of product fit is low, and the
return-freight compensation is high. The RI premium is the most im-
portant, and the probability of product fit is more important than the
return-freight compensation.

Influence of regulator on multicriteria decision-making
situation in spatial competition model
Patricia Holzerovd, Zuzana Ci¢kova

The company’s competitiveness is important for its success in the mar-
ket. The competitive environment forces companies to proceed strate-
gically from the moment they decide to enter the market. Choosing lo-
cation as one of the first steps is one of the key factors determining the
future of the company. That is why the topic of placement is gaining
still more attention. We focus on spatial models in combination with
game theory, an effective tool for the analysis of strategic behavior in
conflict decision-making situations. Specifically, we present a situa-
tion in which two firms decide on the place of their operation, while
their decisions, in addition to the behavior of their potential consumers,
are influenced by the regulator as an authority pursuing its own inter-
ests, which is preferring a certain area. To analyze such a situation, we
use multicriteria decision-making methods, defining two goals of the
regulator motivating companies to build their branches in its preferred
locations and then minimizing the funds invested in the tools that serve
it. He chooses subsidies and a consumer-oriented media campaign as
effective tools in this case. The formulated situation is solved in two
phases, while the result of the first is the placement of firms in pre-
ferred locations and the result of the second phase is the minimization
of the cost of tools. The problem is formulated as MINLP (Mixed Inte-
ger Non-Linear Programming) problem and we used GAMS software
to solve it.

Flattening of Organizations- Does Benchmark Matter?
Zvi Winer

It is a well-known fact that improvement in the level of information
communication technology (ICT) is a driving force causing hierarchi-
cal organizations to flatten. However, relatively little is known about
the impact of the organization’s initial data on the level of improvement
required for the organization to find it beneficial to flatten and to peel
a tier of managers. This paper presents a model of hierarchical organi-
zation where the problem of moral hazard is embedded, generalization
of Calvo and Wellisz (1979), according to which the phenomenon of
organizational flattening can be the result of improved sampling prob-
ability and better control over workers due to the development of ICT.
The results show that the better the utilization of ICT at the starting
point, the greater the improvement needed to flatten the organization,
and the higher the rent paid to managers, the smaller the improvement
needed to flatten the organization.

Forecasting Behavior in Instable Environment
Ulrike Leopold-Wildburger

Time series models face structural instability when applied to real
data. Usually, studies yield to applications without the consideration
of breaks leads to unreliable results. Progress has been achieved in the
theory of identifying, estimation and testing of structural instabilities
by our new procedure. The experimental studies show how efficient the
so-called bounds & likelihood heuristic can be. The subjects quickly
identify breaks and are able to adapt their forecasts in a surprisingly
good manner. The subjects can be well explained by the b&l model
despite the occurrence of structural breaks. The bounds & likelihood
heuristic manages to model average (not individual) forecasts.
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Finite convergence of proximal-gradient inertial al-
gorithms combining dry friction with Hessian-driven
damping

Samir Adly

We introduce a new class of proximal-gradient algorithms with finite
convergence properties. These algorithms naturally occur as discrete
temporal versions of an inertial differential inclusion which is damped
under the joint action of three dampings: a viscous damping, a geo-
metric damping driven by the Hessian and a dry friction damping.The
function to be minimized is supposed to be differentiable and enters
the algorithm via its gradient. The dry friction damping function is
convex with a sharp minimum at the origin. It enters the algorithm via
its proximal mapping, which acts as a soft threshold operator on the
velocities. The geometrical damping driven by the Hessian intervenes
also in the dynamic. Several variants of this algorithm are considered,
including the case of the Nesterov accelerated gradient method. We
then consider the extension in the case of additive composite optimiza-
tion, that lead to splitting methods. Numerical experiments are given
for Lasso-type problems. The performance profiles, highlight the ef-
fectiveness of two variants of the Nesterov accelerated method with
dry friction and Hessian-driven viscous damping.

[1] S. Adly and H. Attouch, First-order inertial algorithms involving
dry friction damping, Math. Prog. Ser. A (2021). [2] S. Adly and H.
Attouch, Finite convergence of proximal-gradient inertial algorithms
combining dry friction with Hessian-driven damping, SIAM Optim.
(2020).

Exploring differences in firm and individual taxation on
CO2 emissions
Stefan Wrzaczek, Luca Lambertini

We build a decentralized model with a production sector and a con-
sumer side. The consumers are assumed to have overlapping genera-
tion (OLG) structure with exogenous mortality rate implying an asyn-
chronous time horizon. During the production process firms are emit-
ting CO2 emissions, which aggregate over time. The negative effects
of the emission stock, however, are suffered by the consumers only.
We solve the problem in decentralized and social optimal setting and
show the difference concerning the model dynamics. We propose dif-
ferent tax rates (on the consumer side and on the firm side) and analyze
the implications. The key point is that the socially optimal solution can
not always be achieved. The OLG structure implies that under some
circumstances only the socially optimal emissions, but not the socially
optimal consumption path is possible.

Bilevel optimisation with single-step inner methods
Ensio Suonperd, Tuomo Valkonen

We propose a new approach to solving bilevel optimisation problems,
intermediate between solving full-system optimality conditions with a
Newton-type approach, and treating the inner problem as an implicit
function. The overall idea is to solve the full-system optimality con-
ditions, but we precondition them such that we alternate between tak-
ing steps of simple conventional methods for inner problem, the ad-
joint equation, and the outer problem. We prove convergence of the
approach for combinations of gradient descent and forward-backward
splitting with exact and inexact solution of the adjoint equation. We
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demonstrate good performance on learning the regularisation parame-
ter for anisotropic total variation image denoising, and learning convo-
lution kernels for image deblurring.

Robustness
games
Giancarlo Bigi

in optimization via generalized Nash

The introduction of uncertainty sets for data allows dealing with un-
certainty in optimization problems by linking feasibility with any ac-
tual realization of the data while taking into account the worst-case for
the objective as well. Problems such production planning under price
uncertainty and portfolio selection are exploited to address how to for-
mulate robust counterparts of optimization problems by relying on in-
finitely many constraints. In turn, semi-infinite programs (SIPs) can
be reformulated as Generalized Nash games with a peculiar structure
under some mild assumptions. Pairing this structure with a suitable
penalization scheme for GNEPs leads to a class of solution methods
for SIPs that are based on saddlepoint problems. Any converging algo-
rithm for these latter problems provides the basic iterations to perform
the penalty updating scheme. In particular, a projected subgradient
method for nonsmooth optimization and a subgradient method for sad-
dlepoints are adapted to our framework and the convergence of the
resulting algorithms is shown. A comparison between the two algo-
rithms is outlined as well.
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Dynamic taxi-ridesharing with meeting points
Peter Dieter, Miriam Stumpe, Guido Schryen

Increasing urbanization and the associated growth in traffic volumes
make innovative mobility concepts increasingly important. Most tradi-
tional mobility solutions center around two extreme paradigms: public
transport and private transport. Taxi-ridesharing systems are designed
to combine the advantages of both these paradigms, i.e., high flexibility
at low costs. Critical success factors for such a ridesharing system are
high matching rates and minimal inconvenience for customers. Previ-
ous literature shows that introducing meeting points, where customers
are picked up and dropped off, in ridesharing systems significantly
increases the number of matched customers. Additionally, meeting
points can avoid detours and thus reduce discomfort caused by longer
trips. However, these approaches only consider systems, where all in-
formation in a planning horizon is assumed to be known. We contribute
to this research gap by suggesting a dynamic taxi-ridesharing system
with meeting points where customers receive notifications immediately
after their requests enter the system. We develop a parameterized pol-
icy function approximation (PFA) with the objective to maximize the
total savings of traveled distances. We evaluate the suggested policy on
problem instances arising from real-world data and show that it leads
to a significant increase in saved distance when compared to myopic
policies. The findings underline the importance to anticipate future
customer requests in ridesharing systems.

Estimation of the Arrival Time of Deliveries by Occa-
sional Drivers in a Crowd-shipping Setting
Shohre Zehtabian, Christian Larsen, Sanne Wghlk

The success of e-commerce business offering same-day delivery de-
pends on customer satisfaction. To speed up deliveries and lower costs,
some companies have been using private individuals as non-dedicated
drivers to perform pickup and delivery tasks for online customers.
Such delivery systems are known as crowd-shipping. Customers have

come to expect an accurate estimate for the delivery times of their on-
line orders. The coordination of online deliveries with private individ-
uals is done by a crowd-shipping platform. In this paper, we focus on
the estimation of pickup and delivery times. This is a challenging job
because not only are the requests unknown and submitted dynamically,
but so is the pool of drivers, i.e. delivery capacity. We model the prob-
lem as a Markov decision process and integrate it into a simulation
study. To improve the estimates that can be done by a naive policy, we
propose two policies that use lookahead: one with a fixed lookahead
horizon and one with a dynamic. Our numerical experiments demon-
strate that a lookahead policy with dynamically adjusted horizon out-
performs the other two policies in terms of estimation accuracy, which
is up to 19% higher in some instances.

Reinforcement Learning Platform for Small and

Medium-sized Enterprises in Logistics
Ali Ghezelsoflu, Amin Asadi, Sebastian Piest, Martijn Mes,
Maria Iacob

Nowadays, finding cheap and clean fuel is one of the challenging prob-
lems due to the energy crisis in Europe and worldwide. Hence, making
intelligent decisions about where, when, and how much to refuel can
affect many factors such as time, costs, energy, environmental pollu-
tion, and even global warming. From the economic perspective, the
fuel price may vary significantly over time and various fuel stations,
substantially impacting the total cost of vehicle routing schedules.
Therefore, finding an optimal refueling strategy for each truck is one
of the main goals of logistic and transportation companies. We con-
sider a homogeneous Vehicle Routing Problem with Time Windows
and Refueling (VRPTWR) with variable and stochastic fuel prices. We
aim to determine an optimal refueling policy on each route (between
an origin and a destination), which indicates the amount of fuel and
the selected refueling station satisfying the technical constraints of the
problem. We process and incorporate the real-world data that reflect
a realistic case study of a prominent logistics company in the Nether-
lands. We propose two mathematical models based on a Mixed Integer
Linear Programming(MILP) and a Markov Decision Process(MDP).
We suggest a reinforcement learning method to provide high-quality
approximate solutions to the MDP model. We also solve MILP us-
ing exact and approximate solution methods. Finally, we present and
compare our preliminary results and derive managerial insights for the
problem.

Approximate Dynamic Programming for Pickup and De-
livery Problem with Crowd-shipping

Kianoush Mousavi, Merve Bodur, Cevik Mucahit, Matthew J.
Roorda

Crowd-shipping has gained significant attention as a last-mile deliv-
ery option over the recent years. However, crowd-shipping operations
are subject to a high degree of uncertainty due to stochastic arrival of
online orders and availability of crowd-shippers. In this study, we pro-
pose a variant of dynamic pickup and delivery problem with crowd-
shipping for delivering online orders within few hours. We formu-
late the problem as a Markov decision process and develop an ap-
proximate dynamic programming (ADP) policy using value function
approximation for obtaining a highly scalable and real-time decision-
making strategy on matching orders to crowd-shippers while consid-
ering temporal and spatial uncertainty in arrival of online orders and
crowd-shippers. We consider several algorithmic enhancements to the
ADP algorithm such as employing hierarchical aggregation and im-
posing the monotonicity of the value functions, which significantly im-
prove the convergence. We also propose an optimization-based myopic
policy and compare it with the ADP policy using various performance
measures including operational cost, percentage of served orders and
average order postponement. Our numerical analysis with varying pa-
rameter settings show that ADP policies can lead to up 25.2 % cost
savings and 9.8 % increase in the number of served orders. Accord-
ingly, our findings demonstrate the viability of ADP for addressing
the real-time decision-making aspect of this dynamic crowd-shipping
problem.
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On Sustainability and Stewardship in Transportation
Asset Management
Alexander Engau

Transportation systems all over the world continue to grow rapidly and
to become increasingly complex. To better program and respond to the
many resulting challenges, Transportation Asset Management (TAM)
deals with planning, building, operating, maintaining, upgrading or ex-
panding the underlying transportation infrastructure and its physical
assets to promote their overall system performance and sustainability
as well as the stewardship of all of its users. In this presentation, based
on a recent col-laboration with a major public transportation agency,
we will focus specifically on the multi-criterion task to prioritize and
select among a large set of proposed TAM projects to recommend an
optimal project portfolio under limited budgets but with multiple goals,
using different approaches from multi-objective goal programming and
data envelopment analysis. These alternatives together with their ad-
vantages and disadvantages for a useful implementation in practice will
be discussed, and some related lessons learned and avenues for further
work will be addressed.

The role of attitudes and perceptions in vehicle type
choice behaviour
Francesca Bruno, Roberta di Pace, Stefano de Luca

Advances in technology and services in transportation have made it
difficult to correctly interpret and forecast users’ choice behaviours
by pursuing a purely utilitarian approach. The consolidated discrete
choice models succeed with a certain degree of reliability in choice
contexts where only directly observable variables play a role. Nowa-
days the decision-making processes not only depends on the choice
context but also on individual preferences, psychological factors, and
emotional and motivational user status. Since psychological factors
play a key role, especially in long-term choices, it is necessary to take
them into account for a better interpretation of the phenomena. Hence,
the role of attitudes and perception in a choice context concerning the
willingness to purchase alternative fuel vehicles (electric or hybrid ve-
hicles) is investigated through Hybrid Choice Models. A multistage
survey was designed and many latent factors (consumption percep-
tions, attitudes towards the environment, attitudes towards technology,
social norms, perceived pros and cons of electric vehicles) were taken
into account, both individually and jointly. These latent factors played
a significant role in defining the utility associated with alternative fu-
elled vehicles (in a choice set comprising also conventional vehicles
and biofuel vehicles), proving the need to consider these and other
factors to increase the attractiveness of strategies to achieve more sus-
tainable mobility solutions.

Fuel cell vehicles for road freight transport: possible
impacts on greenhouse gas emissions in Italy
Mariano Gallo, Mario Marinelli

The Italian National Recovery and Resilience Plan (NRRP), among
other actions, proposes to invest in hydrogen recharging stations to pro-
mote the diffusion and use of fuel cell vehicles for road freight trans-
port. This study has the objective of assessing the possible impacts
of this action on greenhouse gas emissions, under different hypotheses
related to the hydrogen production methods. To this end, a national
supply model has been constructed and the road freight transport ma-
trix between Italian provinces has been estimated. This model made it
possible to estimate the vehicle-km on the national network of heavy

goods vehicles and, consequently, how many of these could be trav-
elled by FCEVs. By estimating the evolution of road transport demand
from 2025 to 2040, it was possible to calculate the GHG emissions
saved, if the NRRP targets are met. Initial results show significant
effects if hydrogen production is carried out entirely from renewable
sources, while the effects are more limited in other cases.
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A dial-a-ride problem with additional health care ser-
vices
Jonathan Grimm

In the research area of health care, the dial-a-ride problem and the
health care routing and scheduling problem represent well-known and
well-studied decision-making problems. Completing requested trans-
portation services for people with reduced mobility is the scope of the
dial-a-ride problem. In most cases, costs are minimized while not ex-
ceeding a maximum ride-time limit per customer. In contrast, the as-
signment and scheduling of requested ambulant care services is stud-
ied in the home health care routing and scheduling problem. Taking
into account recent developments, we present a new simultaneous ap-
proach that integrates the service provision of both types. We focus
on the dial-a-ride provider’s perspective, i.e. we enable the completion
of additional health care services while satisfying all transportation re-
quests. This approach leads to a bicriteria integer programming formu-
lation as costs are incurred when accepting additional services. Exact
and heuristic methods are presented and applied for determining the re-
spective (approximated) Pareto front. Furthermore, solution trade-ofts
are analyzed via metrics and further selected findings are presented.

A vehicle routing problem for massive Covid-19 testing
in Antofagasta, Chile

Hernan Caceres, Javiera Auad, Andrea Fernandez, Blanca
Panaloza, Maria Soledad Zuzulich

The COVID-19 pandemic has demanded massive and recurrent testing
due to the high number of cases that have been found in the last two
years. Mass testing requires significant resource management to de-
velop, which is why a useful tool to manage them is optimization. A
project was developed in Antofagasta, Chile, to help small businesses
to have more control over positive cases in their establishments. A
medical team would visit them regularly to have greater control and
provide them with more security. To do that efficiently, a vehicle rout-
ing problem with multiple time windows was developed to optimize
the time of visit routes and medical equipment necessary to carry out
the testing.

Multi objective assignment problem for optimising the
dispatch of emergency medical services in the pres-
ence of non-homogeneous speciality levels of emer-
gency department

Mariusz Drabecki, Eugeniusz Toczylowski, Krzysztof
Pienkosz, Marcin Swierad, Klaudia Kulak, Grzegorz Honisz
Operation of the emergency medical services (EMS) is a multistage
process. When an emergency call is received the EMS dispatcher must
first assess the priority of the case. Then an adequate ambulance must
be assigned to respond. Then, the dispatcher directs the ambulance
with the patient in, to an emergency department (ED) at a hospital.
Currently, assigning the ambulances and the emergency medical de-
partments to patients happens mostly by minimising the time-to-travel
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criterion - the closest ambulance takes patient to the nearest ED, re-
gardless of availability of proper treatment there. Worst case: the near-
est emergency department may lack the treatment capabilities required
for a particular urgent-condition patient. Thus, after admittance, the
ED may need to redirect the patient to another specialised hospital.
This may result in prolonging the time of receiving treatment and in
some cases making it too late to get adequate services. In this paper we
propose an interactive multi-criteria optimisation problem for match-
ing patients with both ambulances and with EDs (in the second stage),
aiming to find the dispatch that maximises patient’s overall survival
chances. The problem takes into account the specialisations of EDs
and ambulances, and possible referral to different hospitals. Addition-
ally, we propose a framework to incorporate the proposed method into
emergency call handling process. The approach is tested in simulations
and checked with field expertise of SMEs

Emergency Call Prediction via Convolutional Neural
Networks
Maximiliane Rautenstraul3, Maximilian Schiffer

Reducing response times is paramount for emergency medical services
to provide first aid in a timely manner. Many models exist to op-
timize operational tasks such as ambulance allocation and dispatch-
ing. Including accurate demand forecasts in such models can improve
operational decision-making. Against this background, we present a
novel convolutional neural network (CNN) architecture that transforms
time series data into heatmaps to predict ambulance demand. Similar
architectures have been successfully implemented to accurately fore-
cast spatio-temporal traffic data and mobility demand. However, to
effectively predict ambulance demand, applying such architectures re-
quires incorporating external features which strongly influence emer-
gency call volumes. We contribute to existing literature by providing a
flexible, generic CNN architecture, allowing the inclusion of external
features of different dimensions. We integrate historical ambulance de-
mand and external information such as weather, events, holidays, time,
weekday, and month. To increase the model performance, we provide
a feature selection and hyperparameter optimization approach that uti-
lizes Bayesian optimization. To show the superiority of the developed
CNN architecture over existing approaches, we conduct a numerical
case study on the example of Seattle’s 911 call data and include exter-
nal information based on real data. Results show that the developed
CNN architecture outperforms existing state-of-the-art methods.
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Routing electric vehicles with a realistic energy con-
sumption through a kernel search based matheuristic
Massimo Paolucci, Maurizio Bruglieri, Ornella Pisacane

Recent advances in the electric automotive sector are incentivizing the
diffusion of the Electric Vehicles (EVs). Since the battery autonomy
significantly depends on both the load and speed, EVs may need to
recharge at Recharging Stations (RSs) even more than once during a
trip. Moreover, due to the scarce spread of RSs, EVs trips must be
properly planned, including possible stops for recharges, to avoid EVs
run out of the battery along their trips. This work addresses the prob-
lem of routing a fleet of EVs, characterized by a realistic Energy Con-
sumption Rate (ECR) depending on both the EV load and speed, for
serving a set of customers within their Time Windows (TWs), while
minimizing the total operational cost. In addition, each EV starts from
the depot and returns to it within a maximum time. This problem,
denoted as EVRP with TWs and a realistic ECR (EVRPTW-ECR), is
modelled by Mixed Integer Linear Programming (MILP), where the

speed is a decision variable as well. The proposed model is clone-
less, since it allows multiple visits of the same RSs without introduc-
ing dummy copies of them. We also propose a matheuristic, based on
a randomized version of the Kernel Search. Its performances are com-
pared with those of the cloneless MILP model on a set of benchmark
instances. A detailed sensitivity analysis is finally performed consider-
ing both the initial solution quality and the time limit of each restricted
MILP model solved by the matheuristic.

Charge scheduling and route planning of commercial
electric vehicles by considering the effect of battery
degradation

Raci Berk Islim, Biilent Catay

Battery is a critical component of electric vehicles (EVs) due to its
limited useful economic life and high production cost. Hence, bet-
ter recharging and discharging practices through coordinated and im-
proved route and schedule planning decisions may be a remedy for
maintaining good battery health and avoiding fast degradation. In this
study, we investigate the effect of considering battery degradation-
related cost on route and charge planning of commercial EVs within
the context of the Electric Travelling Salesman Problem with Time
Windows (ETSPTW). First, we model the mathematical programming
formulation of the problem, where the objective function minimizes
the costs associated with battery degradation and energy consumption.
Next, we develop a Variable Neighborhood Search (VNS) algorithm
enhanced with an exact solver employed for the post-optimization of
heuristic solutions. Then, we perform computational experiments us-
ing benchmark instances from the literature to test the performance of
the proposed method and analyze the route plans. Our preliminary re-
sults show that incorporating battery degradation in the problem may
yield significant changes in the route plans. On the one hand, it offers
potential for substantial reduction in operational costs compared to the
solutions obtained with minimizing energy consumption only. On the
other hand, it leads to more route frequent recharges, which brings in
additional operational hurdles.

Electric Vehicle Routing Problem with Flexible Deliver-
ies

Mir Ehsan Hesam Sadati, Vahid Akbari, Biilent Catay

With an ever-growing interest in e-commerce, parcel delivery is taking
new shapes by offering a variety of options to the customers such as an
option for selecting multiple delivery locations. From another perspec-
tive, this increase in demand requires a new fleet of vehicles that should
be added to the current capacities of parcel delivery companies. To
meet the greenhouse emission requirements imposed by governments,
these companies should adapt their infrastructure to use electric vehi-
cles (EVs) more than before. To provide a solution to these concerns,
we define the Electric Vehicle Routing Problem with Flexible Deliver-
ies (EVRP-FD), for the first time. In the EVRP-FD, a fleet of capaci-
tated fully charged EVs dispatch from the depot at the beginning of the
planning horizon where the depot is equipped with charging facilities.
Each customer is associated with multiple delivery locations with non-
overlapping time windows and the demand of each customer should be
satisfied in one of their locations within its specified time windows. We
investigate the case where EVs can return multiple times to the depot
for a full or partial recharge en-route. The solution to EVRP-FD finds
the number of utilized EVs and their routes that might include returns
to the depot for recharging while minimizing the travel costs associated
with the utilization of the EVs. We first develop a mathematical model
for the EVRP-FD and then propose a hybrid Variable Neighborhood
Granular Tabu Search algorit

Electric vehicle routing problem with time windows and
on-demand mobile charging system
Biilent Catay, Mir Ehsan Hesam Sadati

Raising concerns about climate change has accelerated the shift to-
wards zero-emission vehicles, electric vehicles (EVs) in particular.
Delivery companies started using EVs in their fleets to reduce their
dependency on fossil fuels and improve their carbon footprints. How-
ever, range anxiety, long recharge times and insufficient charging in-
frastructure still restrain the wider adoption of EVs in the sector. Even
if public charging stations are abundant in the region, not all of them
are freight vehicle friendly. Installing private charging stations, on the
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other hand, is not a financially viable option. As a remedy, we in-
vestigate the use of mobile charging stations that supply energy to the
EVs at points of need and introduce the Electric Vehicle Routing Prob-
lem with Time Windows and Mobile Chargers (EVRPTW-MC). In this
problem, EVs serve the customers within their time windows and MCs
are used to recharge their batteries en-route at selected customer loca-
tions. The objective is to minimize the total operational cost by using
the minimum number of EVs and MCs. We first present the mathe-
matical model of the EVRPTW-MC. Next, we propose a matheuristic
approach that combines the Variable Neighborhood Search and exact
method. Then, we perform an extensive numerical study to validate
the performance of the proposed method and to investigate the poten-
tial benefits of utilizing on-demand MCs. Finally, we present a case
study based on real data to provide further managerial insights.
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Forecasters versus algorithms: Enemy or ally?
Shari De Baets

Forecasting algorithms provide a significant opportunity for forecast-
ers to improve their accuracy. However, once people have seen an al-
gorithm err, they are quick to abandon it. This phenomenon is known
as "algorithm aversion’ (Dietvorst, Simmons, & Massey, 2015). How-
ever, recently, Logg, Minson, & Moore (2019) have reported the oppo-
site effect: results from six experiments showed that people preferred
the advice of an algorithm over that of a person. The authors termed
this algorithm appreciation’. How can these findings be reconciled?

In planning we trust: Determinants of trust in the hu-
man/system interaction
Ignace Decroix, Shari De Baets

This study investigates the trust formation process between humans
and systems, focusing on the interaction between Supply Chain plan-
ners and advanced automated planning systems. While trust in automa-
tion research is well-documented, two caveats exist—first, application
to planning; second, bottom-up theorising. Zooming in on this Supply
Chain context, we employed grounded theory to construct an empiri-
cal model from interviews and determine which determinants influence
the trust formation process between planners and the system. The inter-
views were conducted at a multinational pharmaceutical company that
introduced an advanced planning system in the year before the study.
The results of our interviews show 3 primary categories: “human fac-
tors’, “machine factors’, and ’context factors’. Overall, 26 variables
were identified.

Forecasting the success of megaprojects: A be-

havioural operations approach
Konstantia Litsiou, Yiannis Polychronakis, Stylianos
Sapountzis, Konstantinos Nikolopoulos

Abstract

Forecasting the success of megaprojects is a very difficult and im-
portant task because of the complexity of such projects, as well as
the large capital investment that is required for the completion of
these projects. In this research, we employ behavioural operations
approaches, most notably judgmental forecasting methods to predict
the success of megaprojects through a series of controlled experi-
ments where the participants forecast for megaprojects with Unaided
Judgment (UJ), Structured Analogies (SA), Delphi(D) and Interaction

Groups (IG) with IG showing the best results since IG>D>SA>SA.
We see separately the success in terms of excesses in the budget and
the duration of the project. Furthermore, the participants forecast the
extent to which the socio-economic benefits are realised. We do anal-
yse three different stakeholder perspectives: that of the a) project man-
ager, b) funder(s), and c) the public. We do control for two levels of
expertise - novices, and semi-experts.

Keywords:  Behavioural Operations; Judgemental Forecasting;
Megaprojects; Structured Analogies; Group Forecasting

Bias, information, noise: The BIN model of forecasting
Ville Satopaa

A four-year series of subjective-probability forecasting tournaments
sponsored by the U.S. intelligence community revealed a host of repli-
cable drivers of predictive accuracy, including experimental interven-
tions such as training in probabilistic reasoning, anti-groupthink team-
ing, and tracking-of-talent. Drawing on these data, we propose a
Bayesian BIN model (Bias, Information, Noise) for disentangling the
underlying processes that enable forecasters and forecasting methods
to improve - either by tamping down bias and noise in judgment or
by ramping up the efficient extraction of valid information from the
environment. The BIN model reveals that noise reduction plays a sur-
prisingly consistent role across all three methods of enhancing perfor-
mance. We see the BIN method as useful in focusing managerial inter-
ventions on what works when and why in a wide range of domains.
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Fast and furious - lightning talks

Waldemar Kocjan, Ruth Kaufman, Colin Eden, Nadine-Cyra
Freistetter, Fanie (SE) Terblanche, Slawomir Pietrasz, Helena
Ramalhinho Lourenco, Stefan Walter, Marijn Verschelde

An intense and fast-paced session with a series of 5-minute talks dis-
playing aspects of OR in Practice from across the whole range. Some
of these will be previews of sessions held elsewhere in the conference,
some will be your only chance to hear from the speaker. This ses-
sion has been hugely successful at previous conferences, with audience
and speakers alike enthused by the format and content. Full details of
speakers and topics will be available shortly before the event, on the
Making an Impact webpage
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Insurance-linked securities as novel natural catastro-
phe risk management instruments
Krzysztof Burnecki

To date, the majority of losses resulting from natural catastrophes have
been due to the increasing insured exposure accumulation (from hu-
man and physical assets) that has arisen with economic growth and
urbanisation. In the coming decades, climate change will be one of the
many factors contributing markedly to the increase in economic, and
as a consequence insured, losses.

When a natural catastrophe occurs, triggering a loss of life and exten-
sive damage to infrastructure, the vulnerability of society and its assets
is immediately brought to mind. The increasing natural catastrophe
related losses experienced by society - in particular insurers, reinsur-
ers and governments - further accentuate the vulnerability and its reach
not only into the economic and financial system, but social and politi-
cal systems as well.

Against this backdrop, it is clear that there is a greater need for novel
risk management instruments, processes and techniques. In this regard,
insurance-linked securities (ILS) solutions have been at the fore. The
talk will consider the treatment of stochastic processes for the mod-
elling of natural catastrophes and construction and pricing of ILS based
on these processes. In this context, we will also address the issue of
estimation and simulation of heavy-tailed power-law distributions. We
will, furthermore, consider simple approximations to the prices of the
instruments.
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Analytics to improve mobility for elderly and disabled
Dutch citizens
Frans de Ruiter, Peter Hulsen

In the Netherlands 450,000 elderly and disabled citizens are eligible for
subsidized taxi rides executed by Transvision. The day-to-day plan-
ning of 3,000 to 15,000 long-distance rides used to be a complex and
daunting task split over dozens of subcontractors. CQM and Geodan
developed an analytics solution that combines the rides. Starting Jan-
uary 2020, we increased punctuality and reduced ride times, resulting
in 50 percent improvement in passenger satisfaction. Furthermore, we
saved 75 million driving kilometers or 7,500 metric tons of CO2 emis-
sion over the five-year contract term.

Novel Health Systems Simulation Modelling to Fight
COVID-19 in Care Homes
Itamar Megiddo, Le Khanh Ngan Nguyen, Susan Howick

In this talk, we will discuss the contribution of our systems simulation
models to care homes’ COVID-19 policy and intervention implemen-
tation in the Health & Social Care Partnership Lanarkshire, Scotland
(HSCP), and the UK. Care homes, which act as a residence but where
most residents are elderly and have complex medical and care needs,
have suffered devastating outcomes in the COVID-19 pandemics. They
have adopted infection control and prevention interventions and pol-
icy from hospitals despite these facilities’ differing roles because re-
search is very limited in the setting. With this lack of research, we
developed novel agent-based models (ABMs) and hybrid models that
combine system dynamics and ABM to model care home operations
and COVID-19 spread. Staff interviews at HSCP Lanarkshire and care
homes and experts gathered through the Scottish Government’s Care
Home Data Analysis team aided in developing and validating the mod-
els. We also adapted confidence building and validation approaches
from the SD and ABM literature to hybrid simulation. We then con-
ducted experiments using the model to explore variation in care home
outbreaks and study the effectiveness of policies and interventions in
reducing cases and deaths within care homes and across ones con-
nected by agency staff that work across multiple homes. In the talk,
we will discuss the models, the evidence our experiments produced,
and the policy and intervention decisions they supported.

Supporting Brazilian smallholder farmers decision mak-
ing in supplying institutional markets

Andrea Tuni, Athanasios Rentizelas, Hélio Fuchigami, Maico
Roris Severino, Luisa Queiroz Barbosa

Smallholder farmers are among the most vulnerable communities in
developing countries due to poverty and social exclusion, relying on
agriculture for subsistence and employment, while still lacking a sta-
ble income due to inconsistent access to markets. Aiming to tackle ru-
ral poverty, the Brazilian government established the PNAE program
(Programa Nacional de Alimentacdo Escolar - National School Feed-
ing Program), an institutional market for smallholder farmers to sup-
ply their produce to schools through a non-competitive bidding mech-
anism. Nevertheless, smallholder farmers still face challenges in the
evaluation of the profitability of participating in each call of the bid-
ding mechanism. As a result, their participation to PNAE is limited
due to the challenging decision-making process. Aspiring to contribute
towards increasing smallholder farmers’ participation, this study aims
to support farmers into two key decisions they face during sequential
stages of the bidding process, namely whether to bid for each available
school and product combination and whether subsequently to accept
the awarded bids once the bids’ outcome is known. A decision sup-
port system (DSS), based on two sequential mixed integer linear pro-
gramming (MILP) optimisation models, was developed and applied
to the case study of Canudos settlement, guiding farmers on the op-
timal bidding and contract acceptance strategy. The DSS models are
theoretically relevant for the Operational Research (OR) community
from an application and a methodological perspective. This work con-
tributes to the decision support systems field by applying established
OR methods, such as MILP, to a real-life problem within the new con-
text of bid/no-bid DSS, being also the first DSS application for non-
competitive bidding. Moreover, it is the first work in the bid/no-bid
DSS literature, which defines an optimal bidding strategy for the users
thanks to the use of optimisation methods. Finally, the work is also
original within the bid/no-bid decision-making area by being the first
DSS applied to the agricultural and institutional markets contexts, aim-
ing to facilitate decision-making of smallholder farmers in a develop-
ing countries context. The DSS defines efficient school supply regimes
for the farmers considering also transportation costs, thus allowing an
increased share of the revenue to remain within the smallholder farm-
ers’ communities instead of being wasted in unnecessary transport ac-
tivities or in supplying non-profitable products. The DSS removes
subjectivity and intuition from the decision-making process, leading
to faster and more effective bidding strategies. Finally, it removes the
obstacle of disagreements within the farmers’ cooperatives on where
to bid and which successful bids to select, due to an objective strategy
being defined. The work has a significant social impact for the com-
mon good, simultaneously contributing to the UN Sustainable Devel-
opment Goals, SDG1 "No Poverty", SDG2 "Zero Hunger" and SDG10
"Reduced Inequalities”. The additional funds available to smallholder
farmers thanks to optimised bidding strategies allow to fulfil the in-
tended social outcome of the PNAE program, by offering increased
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financial security to vulnerable rural communities, helping them to es-
cape poverty. The real-life impact of this work is enhanced since the
DSS models have been embedded into a Progressive Web App, ac-
cessible from mobile phones. This social technology, coupled with
dedicated training sessions to farmers, aims to make the smallholder
farmers independent throughout the PNAE bidding mechanism. Af-
ter being successfully implemented through a single case study in the
Brazilian smallholder farmers’ settlement of Canudos, the work could
be further applied in additional farmers’ communities in the country,
with a potential of 1.5 million users in Brazil, thus being highly rele-
vant for rural poverty reduction efforts in the country. Inclusive rural
growth in developing countries is a key objective globally, as it allows
to concurrently address food security and economic growth as well as
alleviating effects of climate change.
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Instance-dependent cost-sensitive learning for positive
and unlabeled data in fraud detection

Carlos Ortega Vazquez, Jochen De Weerdt, Seppe vanden
Broucke

Fraud poses several challenges to the financial institutions: fraud is dy-
namic, uncommon, and imperceptibly concealed. In this work, we fo-
cus on the last two aspects. From a machine learning perspective, fraud
detection is often considered as a binary classification task. Recent
works have exploited the instance-dependent cost-sensitive (IDCS)
learning to deal with the class imbalance and optimize the model
in terms of the business objective (i.e., minimizing financial losses).
However, fraud detection usually suffers from label uncertainty (e.g.,
hidden fraudsters) which violates the assumption of complete label in-
formation of the binary classification setting. This problem can lead to
a failure in implementing an effective fraud detection system as some
hidden fraudsters might never be identified. A more realistic setting
is learning from unlabeled and positive (PU) data. The PU setting de-
scribes that the classifier can only learn from positive (i.e., well-known
fraudsters) and unlabeled instances (i.e., seemingly genuine clients);
the unlabeled data contains both positive and negative examples. De-
spite the relevance of the topic, there are no current works that focus
on cost-sensitive PU learning in fraud detection. We propose a novel
framework that combines IDCS learning and PU learning. This frame-
work allows to adapt well-known classifiers that outperform state-of-
the-art methods for fraud data sets with misclassification costs and la-
bel uncertainty.

Efficient and robust classification with Lipschitz Neural
Networks
Louis Béthune, Mathieu Serrurier

Lipschitz constrained models have been used to solve specifics deep
learning problems such as the estimation of Wasserstein distance for
GAN, or the training of neural networks robust to adversarial attacks.
Regardless the novel and effective algorithms to build such 1-Lipschitz
networks, their usage remains marginal, and they are commonly con-
sidered as less expressive and less able to fit properly the data than their
unconstrained counterpart. We recall some results about 1-Lipschitz
function in the scope of deep learning and we extend and illustrate
them to derive general properties for classification. First, it appears
1-Lipschitz neural networks are theoretically better grounded than un-
constrained ones when it comes to classification. They can fit arbi-
trarily difficult frontier, making them as expressive as classical ones.

When minimizing the log loss, the optimization problem under Lip-
schitz constraint is well posed and have a minimum, whereas regu-
lar neural networks can diverge even on remarkably simple situations.
We study the link between classification with 1-Lipschitz network
and optimal transport thanks to regularized versions of Kantorovich-
Rubinstein duality theory; and we exhibit a family of Lipschitz clas-
sifiers that are optimal for some measure of robustness. Finally we
explain how to implement those network in practice the most compu-
tationally efficient way; and we derive preliminary bounds on the VC
dimension of this architecture.

Feature Selection, Dendrograms, and Minimum Span-
ning Trees
Marina Leal Palazon, Martine Labbé, Mercedes Landete

Single linkage clustering is a type of agglomerative hierarchical clus-
tering method. Dendrograms are the output of the single linkage clus-
ter analysis. They are a representation of the two-dimensional cluster
similarity matrix. It is known that dendrograms can be obtained by
solving the Minimum Spanning Tree problem; all the information re-
quired for the dendrogram of a set of points is contained in a Minimum
Spanning Tree. Dendrograms are useful in a wide variety of fields such
as medicine, biology, anthropology or sociology among others. Fea-
ture selection is common in data mining for managing large databases.
Since dendrograms represent groupings of large databases, they are
also likely to the use of feature selection. In this work, we introduce
the model for feature selection in minimum spanning trees and analyze
their polyhedral properties. We also introduce a theorem that allows
the statement of a decomposition algorithm for solving the problem.
We illustrate the benefit of the properties and the algorithm with an
extensive computational study.

Side-constrained minimum sum-of-squares clustering:
mathematical programming and random projections
Benedetto Manca, Leo Liberti

We will present a mathematical programming based methodology for
solving the minimum sum-of-squares clustering (MSSC) problem, also
known as the "k-means problem", in the presence of side constraints.
We will show several exact and approximate mixed-integer and nonlin-
ear formulations based on norm inequalities and random projections,
the latter built upon the additive version of the Johnson-Lindenstrauss
Lemma. We will discuss the theoretical aspects of the new (exact and
approximate) formulations for the MSSC problem and show several
computational experiments obtained on randomly generated and real
data instances of medium size, but with high dimensionality, show-
ing that, when side constraints make the k-means algorithm inappli-
cable, our proposed methodology can obtain good solution in limited
amounts of time.
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Probabilistic forecasting with modified N-BEATS net-
works
Jente Van Belle, Ruben Crevits, Wouter Verbeke
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‘We present a modification to the state-of-the-art N-BEATS deep learn-
ing architecture for the univariate time series point forecasting problem
to make it a probabilistic forecasting model. Next, we propose an ex-
tension to this probabilistic N-BEATS architecture to allow optimizing
probabilistic forecasts from both a traditional forecast accuracy per-
spective as well as a forecast stability perspective, where the latter is
defined in terms of a change in the forecast distribution for a specific
time period caused by updating the probabilistic forecast for this time
period when new observations become available, i.e., as time passes.
For the M4 monthly data set, we show that this leads to more stable
forecast distributions without leading to a significant deterioration in
their accuracy. Finally, we present a second extension to the proba-
bilistic N-BEATS model for use in an inventory management context
in that also probabilistic forecasts of temporal aggregates, i.e., cumu-
lative demands, are produced by the network. Results are reported
for the M4 monthly data set and indicate that large improvements in
accuracy can be obtained over basic but well-established methods to
produce probabilistic cumulative demand forecasts without negatively
impacting the accuracy of the predictive distributions for the demands
per period.

Deep Learning for Life Event Prediction in the Financial
Industry
Stephanie Beyer Diaz, Kristof Coussement, Arno De Caigny

Event prediction has applications in fields as diverse as healthcare, en-
gineering systems, and politics, among others. In this study, the focus
is on the financial sector, where event prediction has been applied for
both customer activity, in the form of churn prediction, and business
process events such as business failure prediction. This study extends
event prediction to capture key life events, such as retirement, formal-
izing a relationship, purchasing a vehicle, among others. By detecting
these events in advance, cross-selling metrics, customer satisfaction
and loyalty may be improved. The contributions are the evaluation of
deep learning techniques against classic binary classification models,
plus the comparison of different featurization approaches. Monthly
data from an international financial services provider is used as input
for the models. The results are compared using a cross-validated F1
measure. A statistical comparison between the best performing ap-
proaches is carried out to confirm the results are generalizable. The
study also provides important recommendations for financial services
providers, specifically regarding method effectiveness, time horizon
depth, and model optimization. The data used consists of around 800K
customers and 8 different life events. To the best of our knowledge, our
study is the first to evaluate deep learning models performance using
different featurization techniques in the financial service sector.

Leveraging uncertainty estimation for trustworthy pre-
dictions in decision-making
Arthur Thuy, Dries Benoit

Recent successes across a variety of domains have led to the
widespread deployment of neural networks in the field of operations
research. Neural networks offer strong predictive performance but are
notoriously difficult to interpret, leading to black-box models. As a
result, they are poorly suited to be an essential component of larger
decision support systems, which rely on trustworthy predictions. In
this work, methods from the probabilistic deep learning literature are
presented that address this issue by quantifying predictive uncertainty.
Well-calibrated uncertainty estimates convey information about when
a model’s output should (or should not) be trusted, and allow a system
to reject decisions due to low confidence. We investigate the added
value of the probabilistic methods applied to the task of knowledge
tracing, a subfield of educational data mining. We find that they pro-
duce well-calibrated uncertainty estimates. Moreover, the methods ef-
fectively flag potentially incorrect predictions on shifted data, without
compromising on predictive performance.

Learning industry-sensitive language in business com-
munication - Insights in BusinessBERT

Philipp Borchert, Jochen De Weerdt, Kristof Coussement,
Arno De Caigny

With recent studies showcasing the added value of pretrained general-

purpose language models like Bidirectional Encoders from Transform-
ers (BERT), they are widely adopted across domains. Depending

on the field of study, the application of general-purpose models re-
quires extensive fine- tuning steps, due to specialized vocabulary and
terminology. By transferring the BERT architecture on domain spe-
cific text, related research achieved significant performance improve-
ments in i.e. the biomedical and legal domain. Due to its availability
and immediate impact on decision-making, processing textual infor-
mation is particularly relevant in the financial and business domain.
This study introduces BusinessBERT, an industry-sensitive language
model for financial and business applications. The model is trained
on three large-scale corpora covering a wide range of business com-
munication. We extracted text from 393,542 company websites (0.57
billion words), scientific literature in the business domain (0.32 billion
words), as well as the management discussion and analysis section in-
cluded in SEC filings (0.85 billion words) to train BusinessBERT. We
encourage industry-sensitive language and terminology understanding,
by extending the pretraining objectives to predict the industry code
text documents originate from. The performance of BusinessBERT is
benchmarked on multiple datasets, containing text classification, entity
recognition, sentiment analysis as well as question answering tasks.
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High-frequency Stock Price Movement Prediction Using
Machine Learning and Sentiment Analysis
Hakan Gokdag, Onur Kaya, Emre Cimen

Nowadays, social media has become one of the most important com-
munication tools. Recent studies have investigated the relationship be-
tween social media shares and stock price movements and shown that
investment decisions are influenced by social media shares. Social me-
dia writers with a high number of followers can reach and influence
large audiences very quickly and also cause significant effects in the
financial markets. In this study, it is aimed to predict high-frequency
intraday stock price movements by analyzing social media and finan-
cial market data by taking into account the impact of the person sharing
it. Social media data collected using the Twitter API was preprocessed
with natural language processing methods, and then sentiment anal-
ysis was performed for texts and emojis. Regression and classifica-
tion analyses were performed using machine learning algorithms. Our
models use TF-IDF (Term Frequency- Inverse Document Frequency)
vector, sentiments, technical indicators and financial stock data along
with Tweet statistics to create a better predictive model. Multiple con-
figurations of models are tested for these tasks in order to locate the
best-performed models and the results are analyzed based on perfor-
mance metrics and profitability.

A deep reinforcement learning approach for solving the
technician routing problem with stochastic repair re-
quests

Dai Trong Pham, Gudrun Kiesmuller

Extending the lifespans of household appliances is one strategy to re-
duce the negative impacts of our consumption on the environment. The
recent rise of the right-to-repair movement in the US and Europe stip-
ulates that more appliances are expected to be repaired in the future
instead of being thrown away. While the environmental benefit of pro-
longing household appliance lifespans is clear, tackling the attended-
home repair tasks remains a considerable challenge to repair service
providers. On the one hand, two crucial and connected resources, spare
parts and competent personnel, have to be coordinated efficiently to re-
duce cost. On the other hand, operational uncertainties such as spare
parts to replace malfunctioned components and customer locations of
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future repair requests are unknown to the planner when making de-
cisions. In this paper, we formulate a sequential decision process and
propose solution approaches to the planning problem of attended-home
repair under uncertainty. In particular, we address the joint planning of
the technician’s schedule and spare parts inventory on the repair van.
We focus primarily on strategies that explicitly account for uncertain-
ties using look-ahead procedures combined with learning. In a detailed
numerical study, we show that such approaches are superior to current
practice in industry and other benchmark policies that do not explicitly
account for future uncertainties.

Analyzing customer behaviour & shopping journey in
retail by image recognition in artificial intelligence
Gozde Genc, Gizem Caliskan, Elif Aras

In the retail sector, employees work on such routine operations. In
order to obtain shelf fulfillment, detect rotten fruit & vegetables, and
prevent out of stock this project is developed. Besides, there is an-
other important point which is analyzing customer behavior & shop-
ping journey. In this scope, image recognition technologies in artificial
intelligence solve our problem. The facts that are mentioned can be
traced by the cameras that are positioned in the store. This project
is conducted by Migros Research & Development Center. The stud-
ies that are done so far such as image recognition on store operations,
literature review around 15 publications lead us to realize opportuni-
ties. The aim of this project is send to real-time notifications to store
managers and share reports with related departments. Analyzing the
customer’s behavior when they choose the product which they would
like to buy from the shelf, by image recognition system gives us the
result of decisions about ordering and which product on the shelf is
preferred or not mostly. The literature studies show that the future is
about focusing on the stated topics in this article. Thus, many sectors
would improve their operations by working on this solution.

Solar Power Forecasting Using LSTM Networks: Com-
parative Analysis
Jolita Bernataviciené, Vaiva Narkuté

Energy from solar power plants is one of the most renewable energy
sources. EU countries plan for renewable energy to account for at least
27% of the EU’s final energy consumption by 2030. Lithuania’s energy
sector is also planning to expand the use of renewables and promote the
development of solar power plants Therefore, efficient forecasting of
the energy produced by solar power plants is particularly relevant. The
main reason for accurate forecasting is important to provide informa-
tion on the likely changes in the energy produced in the near future.
This is particularly relevant for planning energy trading on the power
exchange. It helps suppliers participate more easily in the energy mar-
ket and plan their resources efficiently. The need for efficient solar
forecasting is growing year by year, and it is one of the keys to staying
in the market. Knowing the quantities of energy produced can help
plan grid loads and address the challenges that arise. The main ob-
jective of this paper is to analyse the theoretical and practical part of
forecasting the energy produced by solar power plants from the fore-
casting of lighting and weather. The analysis is based on datasets of 3
solar power plants located in 3 different areas of Lithuania. The Vanilla
LSTM, Stacked LSTM and Bidirectional LSTM models are compared
for forecasting the energy produced by solar power plants. The fore-
casting period - 2 full weeks or 336 values in hourly intervals.
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A deep learning assisted matheuristic for container as-
signment in first-mile logistics
Simon Emde, Ana Alina Tudoran

Urban logistics has been recognized as the single most complex and
expensive part of e-commerce supply chains. An increasing share of
this complexity comes from the first mile, where shipments are initially
picked up to be fed into the transportation network. First-mile pickup
volumes have become fragmented due to the enormous growth of e-
commerce marketplaces, which allow even small-size vendors access
to the global market. These local vendors usually cannot palletize their
own shipments but instead rely on shipping containers provided by a
logistics provider. From the logistic provider’s perspective, this poses
the following problem: from a given pool of containers, how many
containers of what size should each vendor receive when? It is nei-
ther desirable to supply too little container capacity because this leads
to shipments being loose-loaded; nor should the assigned containers
be too large because this wastes precious space. We demonstrate NP-
hardness and develop a matheuristic, which uses a mathematical solver
to assemble partial container assignments into complete solutions. The
partial assignments are generated with the help of a deep neural net-
work (DNN), trained on realistic data from a European e-commerce
logistics provider. The deep learning assisted matheuristic allows serv-
ing the same number of vendors with about 10% fewer routes than the
rule of thumb used in practice due to better vehicle utilization.

Capacity Games with Supply Function Competition
Bo Chen

We introduce a general model for suppliers competing for a buyer’s
procurement business. The buyer faces uncertain demand, and there is
a requirement to reserve capacity in advance of knowing the demand.
Each supplier has costs that are two-dimensional, with some capacity
costs incurred prior to production and some production costs incurred
at the time of delivery. These costs are general functions of quantity,
and this naturally leads us to a supply function competition framework
in which each supplier offers a schedule of prices and quantities. We
show that there is an equilibrium of a particular form: the buyer makes
a reservation choice that maximizes the overall supply chain profit,
each supplier makes a profit equal to their marginal contribution to the
supply chain, and the buyer takes the remaining profit. This is a natu-
ral equilibrium for the suppliers to coordinate on, since no supplier can
do better in any other equilibrium. We demonstrate the applications
of our model in three operations management problems: a newsvendor
problem with unreliable suppliers, a portfolio procurement problem
with supply options and a spot market, and a bundling problem with
nonsubstitutable products.

Co-authors: E. Anderson and L. Shao

Resilient Supply Chain Network Design: Modeling, solv-
ing and managerial issues

Francisco J. Tapia-Ubeda, Pablo A. Miranda, Giovanni
Giuliano-Guerra

This research explores the need for resilience in a Supply Chain Net-
work under disruptive events, which may interrupt the functioning of
one or more warehouses or distribution centers. To do so, a two-stage
stochastic programming formulation is proposed based on the well-
known Inventory Location modeling structure, while considering a set
of probabilistic scenarios, in which located warehouses are not avail-
able for a fixed period of time. The proposed formulation is solved at
optimality with a tailored Generalized Benders decomposition-based
algorithm. The computational experimentation shows that obtained
solution significantly differs from those obtained without considering
disruptions. Thus, a resilient design for the supply chain network is ob-
tained, which is able to successfully operate during the unavailability
of located warehouses. Based on the aforementioned experimentation,
significant managerial issues are discussed, enlightening the supply
chain network planning process, being able to overcome medium-level
disruptive events while expected systemwide cost is minimized.
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Re-investigating oil-food price co-movements using
wavelet analysis

Loretta Mastroeni, Alessandro Mazzoccoli, Greta Quaresima,
Pierluigi Vellucci

We exploit the wavelet analysis approach to investigate oil-food price
correlation and its determinants in the domains of time and frequency.
Wavelet analysis is able to differentiate high frequency from low fre-
quency movements which correspond, respectively, to short and long
run dynamics. We show that the significant local correlation between
food and oil is only apparent, and this is mainly due both to the activity
of commodity index investments and, to a lesser extent, to a growing
demand from emerging economies. Moreover, the activity of com-
modity index investments gives evidence of the overall financialisation
process. In addition, we employ wavelet entropy to assess the pre-
dictability of the time series under consideration at different frequen-
cies. We find that some variables share a similar predictability struc-
ture with food and oil. These variables are the ones that move the most
along with oil and food. We also introduce a novel measure, the Cross
Wavelet Energy Entropy Measure (CWEEM), based on wavelet trans-
formation and information entropy, with the aim of quantifying the
intrinsic predictability of food and oil given demand from emerging
economies, commodity index investments, financial stress, and global
economic activity. The results show that these dynamics are best pre-
dicted by global economic activity at all frequencies and by demand
from emerging economies and commodity index investments at high
frequencies only.

Untruthful Advisors and Greedy Customers: an Agent-
Based Model
Pierluigi Vellucci, Loretta Mastroeni, Maurizio Naldi

Investors usually resort to financial advisors to improve their in-
vestment process. Although financial advice is potentially a driv-
ing/correcting factor in investment decisions, in the aftermath of the
global financial crisis, the media and the regulators have also placed
much of the blame on biased advisors for manipulating the expecta-
tions of naive investors. Surely, financial advisors (and the bank) exert
an influence on their clients to steer them towards a particular invest-
ment decision. In extreme situations, biased advisors may exert some
effort to manipulate the expectations of naive investors, in return of
some tempting incentives. But in general financial advisors also de-
sire to hold their good reputation according to an internal true belief
about a particular investment decision proposed to clients. In any case,
the role of financial advisors, as well as that of other influencers, is
to be properly accounted for in the analysis of personal finance deci-
sions. In this word we define an Agent-Based Model (ABM) based on
a game theoretic model of agents’ behavior and interactions. In this
game there are three classes of agents: a bank, a financial advisor, a
set of customers or clients. Our goal is to identify the outcome of this
game and examine how investors may be influenced by financial advi-
sor. We obtain the Nash equilibria and the analytic formulation of PoS
(Price of Stability) for personal finance game.

Market instability in the era of energy transition
Ivan De Crescenzo

In the last months, energy sector has been fiercely shaken due to the
turmoil driven by both the aftermath of the pandemic as well as a fair
share of geopolitical instability. Industrials are called to operate in
a hyper-volatile environment, asking for a different approach towards
risk analysis and hedging policies. The quotation of fundamentals,

not seldom far from representing the intrinsic value of relevant assets,
are forcing entities to adopt more sophisticated instruments in order to
profitably operate in the power markets as well as complying with car-
bon allowances obligations. The dramatic increase of notional values
is also impacting the warranty structure system under which many op-
erators are compelled to manoeuvre across the continent. Liquidity has
become an issue hence imposing a major control on cash predictability,
forecasting models and the ability to seize cash management solutions
suitable in this over-changing scenario. The energy transition is even-
tually making the equation, if possible, even more complex; the aim
of fulfilling a drastic reduction of greenhouse emissions is basically
made possible solely by leveraging the carbon market system (the Eu-
ropean ETS) whilst natural gas happens to end up being the primal
mean to a more sustainable power generation. In this context, volatil-
ity is fostering the speculators’ appetite, which is eventually fuelling
up the tension in the market even more.

4 - The asymmetric impact of the pandemic crisis on inter-
est rates on public debt: Some evidence from the Euro-
zone
Giovanni Carnazza

The outbreak of Covid-19 has played the role of a ’game changer’
in the way countries of the Eurozone have faced the economic con-
sequences of the pandemic crisis. This paper investigates what has
happened to the interest rates of the sovereign bond in selected coun-
tries of the Eurozone during 2020. While the pandemic crisis can be
interpreted as a symmetric shock, we found some important asymmet-
ric consequences both in the sovereign bond market and the credit de-
fault swap market. Even though the European Central Bank (ECB)
has played a fundamental role in easening tensions, especially with the
announce of the Pandemic Emergency Purchase Programme (PEPP),
countries with a higher pre-Covid level of the debt-to-GDP ratio have
been found to undergo a significant jump in interest rates and a greater
perceived risk of default. Important policies implications emerge in re-
lation to the future role of the ECB: even though the paper has provided
some evidence that the public debt has not been a major issue during
the crisis, the stock of the public debt accumulated by the ECB could
be at the time of the maturity. For some member states, the repayment
of the whole stock of debt would provide a comparable shock, which
could frustrate the efforts made and the impact of the money spent by
the European Union on resilience and recovery provisions. This will
pose new challenges on the monetary policy of the European Union,
which is not likely to end at the end of the pandemic crisis.
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1- Sensor placement in a single-period waste collection
problem
Ymro Hoogendoorn, Remy Spliet, Daniele Vigo

A recent development in waste collection is the placement of sensors to
reduce uncertainty. However, as placing sensors require both installa-
tion and upkeep costs, we want to make an informed decision to place
sensors. In addition, sensors are not perfectly accurate and we have to
choose between cheaper sensors that give imprecise readings, or more
expensive sensors that give precise readings. Given the readings of the
placed sensors, the single-period waste collection problem reduces to a
vehicle routing problem with stochastic demands (VRPSD). We allow
for correlated demand. The VRPSD can be solved exactly by means
of an integer L-shaped method. However, to evaluate different sensor
placements, the expected costs of a single sensor placement needs to
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be calculated, which is equivalent to computing the expected cost of
many different optimal VRPSD solutions. In this research, we derive
theoretical properties of this placement problem, and devise different
methods to approximate or upper bound the expected costs of a sensor
placement. These expected costs are then used to infer strategies for
sensor placements using instances found in waste collection practice.

2 - The European Entry-Exit Gas Market System: A Multi-
level Robust Challenge
Johannes Thiirauf, Lars Schewe, Martin Schmidt

The European gas market is organized as a so-called entry-exit system
with the main goal to decouple transport and trading. It has been mod-
eled in the literature as a four-level problem that includes a nonlinear
flow model of gas physics. One of the core challenges of this model
consists of computing so-called technical capacities, which leads to ad-
justable robust constraints that are computationally intractable in gen-
eral. We provide techniques to equivalently reformulate these nonlin-
ear adjustable robust constraints as finitely many convex constraints
including additional integer variables for the case of tree-shaped net-
works. We further derive additional combinatorial constraints for our
reformulation that significantly speed up the solution process. With the
help of our results, we can recast the four-level model as a single-level
nonconvex mixed-integer nonlinear problem, which we then solve on
a real-world sized network, namely a passive version of the Greek gas
network, to global optimality. Overall, this is the first time that the con-
sidered four-level entry-exit system has been solved for a real-world
sized network and a nonlinear flow model.

3 - A Green Two-Echelon Location Routing Problem with
Mobile hubs and Multi Commodities
Aria Dahimi, Virginie Lurkin, Tom van Woensel

Two-Echelon (2E) distribution systems have been proposed in city lo-
gistics to address the negative externalities of urban freight transport.
In particular, mobile depots have emerged to respond to the often pro-
hibitive cost of installing urban logistics infrastructures in city centers.
In this study, we formulate and solve a green two-echelon location
routing problem with mobile hubs and multi commodities. We allow
the first echelon vehicles to do direct delivery and the second echelon
vehicles to visit multi pickup and delivery points to increase flexibil-
ity. Also, we consider economic and environmental costs, together
with efficiency, as our objectives. We develop a mixed-integer linear
programming (MILP) formulation for this problem. Then to show the
validity of our formulation, we solve the problem exactly using the
Gurobi solver for several small instances. Finally, we present an ef-
ficient heuristic algorithm to solve larger instances. Results on some
well-known benchmarks show the efficiency and effectiveness of the
proposed model relative to typical 2E-V/LRPs.
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1- New Exact and Heuristic Approaches for a General
Class of Single-Machine Scheduling Problems
Haitao Li

We study a general class of single-machine scheduling problem
with setup time/cost and no idle time in the schedule, called order
acceptance-scheduling problem with setup times-costs and no idle time
(OASP-STC-NIT). The OASP-STC-NIT is NP-hard and includes a va-
riety of NP-hard problems as special cases. In order to obtain and prove
optimal solutions for small to medium size instances, we develop two

new mixed-integer linear programming (MILP) formulations and de-
rive a simple and effective valid inequality by exploiting the sequenc-
ing characteristics of OASP-STC-NIT. We also explore the network
structure of OASP-STC-NIT and devise a network flow model by im-
plicitly enumerating all the potential solutions, which is shown to be
quite effective for small instances. For medium to large instances, we
design and implement a greedy heuristic and a tabu search metaheuris-
tic to obtain quality solutions efficiently. Our TS is implemented upon
a new composite solution representation scheme, which integrates the
solutions for order selection and job sequencing into one single Hamil-
tonian tour to facilitate multiple efficient operations of local moves. A
comprehensive computational study is performed to evaluate the per-
formance of different algorithms.

Supermarket sizing and placement in the assembly line
feeding problem

Ebenezer Olatunde Adenipekun, Veronique Limére, Nico
André Schmid

As the number of parts required to feed mixed model assembly lines
keeps rising due to mass customization, researchers and practitioners
are facing an intricate task of managing assembly systems more effi-
ciently. Much of this intricacy arises due to limited space at the assem-
bly line. So far, researchers have addressed the assembly line feeding
problem through various descriptive and optimization models, how-
ever, integrating cell (or supermarket) placement and sizing decisions
for smooth and efficient logistics flow has received little attention. In
this study, a cell is defined as a preparation area located next to each
assembly station (line-integrated) or between the warehouse and the
assembly line (regular), where parts are repackaged. An optimization
model is proposed, integrating the cell placement and sizing decisions
into assembly line feeding. More specifically, the mixed-integer pro-
gramming model assigns every part to one of five feeding policies,
i.e., line stocking, boxed supply, sequencing, stationary and traveling
kitting, and parts are assigned to a suitable cell (line-integrated or reg-
ular). Regular cells may only be used to prepare parts for a single line
feeding policy, whereas, line-integrated cells may be used for differ-
ent line feeding policies. The model minimizes both operational and
spatial costs and is solved for some artificial datasets that have been
created based on an industrial case study. Preliminary results will be
presented.

Optimal allocation of the unloading buffers of a cutting
machine in iron manufacturing
Andrea Pizzuti, Pietro Lausdei, Fabrizio Marinelli

This work is inspired by a collaboration with a leading company in the
production of automatic machines for iron manufacturing. Accord-
ing to the patterns described by a pre-computed cutting stock solution,
bars of given lengths are obtained by a sequential cutter, moved by a
conveyor belt and collected into two temporary buffers. Hence, a por-
tal equipped with pliers lifts the items and allocates them through a
lengthwise movement in a depot, made by a set of identical parallel
buffers of limited capacity. Items belonging to the same order must be
piled together and kept on the depot until the order finalization, and
the subsequent request from the downstream process steps. The cut-
ter must be stopped if produced bars cannot be allocated in the depot,
causing machine idle times. The criticality of the depot resource calls
for the optimal management of the portal movements and the allocation
of bars. We propose a MILP based approach aiming at both the mini-
mization of the number of portal translations and the fragmentation of
packs/orders on different depot areas. Preliminary tests carried out on
real-world derived instances assessed the viability and the quality of
the obtained solutions.

A MILP approach for a packing problem with defective
bins and reconfigurable patterns
Fabrizio Marinelli, Claudio Arbib, Ulrich Pferschy

The standard Bin Packing Problem calls for assigning a set of items of
given lengths to a minimum number of bins, regardless the way items
are packed into bins. An interesting new aspect arises if unpredictable
defects can appear in the bins, so possibly causing some items to be
discarded. Indeed, once a defect occurred at a given position t, either
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the items in the pattern can be rearranged so that the defect falls in
an unused part of the bin (and in this case we say that the pattern is
t-reconfigurable), or one item must be discarded causing an economic
loss. Assuming as random events both the defectiveness of a bin and,
if the case, the defect position within the bin, the probability that a
pattern is reconfigurable against random defects introduces an intu-
itive notion of patterns robustness. Taking the expected value over all
possible defect positions, we then introduce the Expected Economic
Loss (EEL) of a pattern and the Expected Total Revenue (ETR) of a
solution. The contrasting goals of material utilization and pattern ro-
bustness give rise to two relevant optimization problems for robust bin
packing: (i) given a fixed number of bins, find a packing minimizing
the total EEL and (ii) find the number of bins that maximizes the ETR.
In this work, we discuss the computational complexity of the above
problems and devise various heuristic methods, comprising both dy-
namic programming procedures and MILP-models, for the case of at
most one point-shaped defect per bin.
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Investor demand issuances:
stylised facts

Peter Schwendner, Martin Hillebrand, Marko Mravlak

in syndicated bond

This study analyses investor demand in syndicated EFSF and ESM
bond issuances from 2014 to 2020 on an unprecedented granularity
level of individual orders. In particular, we investigate three main as-
pects of order book dynamics: first, we determine the main factors
segmenting investor demand. Second, we analyse price dynamics in
the transactions and their relation to investor demand. Third, we ex-
amine whether there are any indications of order book inflation that
might explain the increased volatility in order book volumes. We iden-
tify issuance tranche and tenor as the main determinants of investor
demand, which are to a large extent anticipated by the envisaged no-
tional amount of the issuance. Further, we note that the pricing of ESM
bond issuances is carried out in an economical manner, i.e. the new is-
sue premium tends to be lower in a market context with large demand.
Lastly, we look at the drivers of large order books and find a mixture of
above-average number and volume of orders. This confirms that there
are no indications of order book inflation tendencies in the analysed
time period.

Robust Classification via Support Vector Machines
Salvatore Scognamiglio, loannis Kyriakou

Classification models are very sensitive to data uncertainty, and finding
robust classifiers that are less sensitive to data uncertainty has raised
great interest in the machine learning literature [1,2]. This paper aims
to construct robust Support Vector Machine classifiers under feature
data uncertainty via two probabilistic arguments. The first classifier,
Single Perturbation, reduces the local effect of data uncertainty with
respect to one given feature and acts as a local test that could confirm
or refute the presence of significant data uncertainty for that particular
feature. The second classifier, Extreme Empirical Loss, aims to reduce
the aggregate effect of data uncertainty with respect to all features,
which is possible via a trade-off between the number of prediction

model violations and the size of these violations. Both methodolo-
gies are computationally efficient and our extensive numerical inves-
tigation highlights the advantages and possible limitations of the two
robust classifiers on synthetic and real-life financial data.

[1] Huang, X., Shi, L., & Suykens, J. A. (2014). Ramp loss linear pro-
gramming support vector machine. The Journal of Machine Learning
Research, 15(1), 2185-2211. [2] Huang, X., Shi, L., & Suykens, J.
A. (2013). Support vector machine classifier with pinball loss. IEEE
transactions on pattern analysis and machine intelligence, 36(5), 984-
997.

Using Explainable Al to Understand Bond Excess Re-
turns
Lars Beckmann, Jorn Debener, Johannes Kriebel

Bond excess returns are of major importance for the management of
investors’ bond portfolios and for the transmission of central banks’
monetary policy. Recent studies have shown that price movements of
assets such as stocks can be predicted using machine learning methods
to a significant extent. A challenge for the adaption of these methods,
however, is their lack of transparency. In our study, we analyze the
predictability of bond excess returns in the US market using modern
machine learning methods. Our preliminary findings indicate that ma-
chine learning methods can significantly predict bond excess returns
and thereby outperform linear methods. Furthermore, we suggest the
use of SHapley Additive Explanations (SHAP), an explainable artifi-
cial intelligence technique, to uncover important determinants of bond
excess returns. In this way, we can link the predictability of bond ex-
cess returns to the structure of interest rates and macroeconomic indi-
cators such as employment and inflation.

Exploring the trends in Cryptocurrencies
Rajhans Mishra

In recent times, cryptocurrencies have emerged as a topic of great in-
terest for both academia and industry. It started with Bitcoin in 2009
as the first practical use case of blockchain-based peer-to-peer (P2P)
currency. Post-Bitcoin, Ethereum has come up with its blockchain-
based platform and offered Ether as a new cryptocurrency. Later many
other cryptocurrencies and tokens were launched and they are used for
many P2P transactions. As of now, more than 9500 cryptocurrencies
and tokens are active in the market. These cryptocurrencies are used
for P2P money transfers, trading and buying blockchain-based digi-
tal assets like Non-fungible tokens (NFT). P2P money transfers have
also created a new ecosystem termed as DeFi (Decentralized Finance).
On the one hand, Cryptocurrencies like Bitcoin, Ether have provided
a mechanism for P2P money transfer without having any intermedi-
aries (like Banks, Government and financial institutions). On the other
hand, these cryptocurrencies witnessed severe volatility resulting in a
good use case for pattern analysis. This work focuses on identifying
the intrinsic trends that may exist in the prevalent cryptocurrencies in
the market. The exploration will be done for short-term and long-term
patterns. This work will be helpful to explore the behavior of cryp-
tocurrencies that may add significant value for DeFi and associated
sectors.
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The academic literature in retail is yet to provide a uniform, objec-
tive, and quantitative approach to classifying various multiple channel
advents. In a fast-moving, always-changing multiple channel environ-
ment, retailers want a clear-cut take on a precise, measurable, and eas-
ily replicable framework for multiple channel strategy selection. In
this paper, we address the issue of creating an objective, non-biased
method for the quantitative classification of retailers according to their
multiple-channel strategic modality. We use a dominance-based rough
set approach (DRSA) to provide a set of decision rules to identify re-
tailers’ multiple channel strategy. Derived "if-then" decision rules help
retail managers focus on channel aspects relevant for implementing a
specific multiple channel strategy. To build a roadmap that will sim-
plify the optimization process and provide a complete overview for an
individual retailer on his position and where to go, we create a new
DRSA-based metric named attribute significance index. It measures
the frequency of appearances of an attribute in the set of decision rules
for the union of classes. Using DRSA, combined with this metric, we
provide a unique strategic pathway for a retailer towards the desired
multiple channel strategy.

A robust TOPSIS method for decision making problems
with hierarchical and non-monotonic criteria
Salvatore Corrente, Menelaos Tasiou

This paper introduces an extension of a well-known Multiple Crite-
ria Decision Aiding method, namely the Technique for Order Prefer-
ence by Similarity to Ideal Solution (TOPSIS). Most of the TOPSIS
applications assume that preferences are monotonic for each evalua-
tion criterion and that qualitative scales are converted into quantitative
ones before the method is applied. However, both assumptions imply
a normalization step, issues in which have been subject of discussion
and criticism in the literature. To this solution, this paper introduces a
normalization technique based on simulations that permit taking into
account non-monotonic preferences as well as qualitative criteria. An
additional novelty lies in the integration of the Multiple Criteria Hierar-
chy Process, which extends the applicability of the method to problems
in which criteria are hierarchically structured. To deal with robustness
concerns, the Stochastic Multicriteria Acceptability Analysis will be
used in the new proposal, giving information in statistical terms on the
goodness of the considered alternatives. The new method has been ap-
plied to evaluate a set of banks listed in the LSE’s FTSE350 Banks
Index.

Experimental comparison of outranking-based ap-
proaches for multiple criteria partially ordered cluster-

ing
Dariusz Grynia, Mitosz Kadziriski

The problem of clustering aims at grouping similar objects together. It
has been extensively studied in the context of Data Analysis (DA), not
receiving a great deal of attention in Multiple Criteria Decision Anal-
ysis (MCDA). In turn, MCDA focuses on the similar problem of mul-
tiple criteria sorting, where alternatives are assigned into pre-defined
and preference-ordered categories. However, sorting approaches can-
not be applied when information regarding the preference structure be-
tween classes is not given a priori but is yet to be discovered. Hence,
classical methods from DA are commonly used for clustering in the
context of MCDA, albeit they are not well suited for this problem as
they measure similarity in the original criteria space and do not exploit
the additional preference information provided by the Decision Maker.
This study aims to propose new methods utilizing an outranking-based
preference model to solve the multiple criteria partially ordered clus-
tering problem. Their performance is compared against a variety of
well-known methods from DA and existing approaches that have been
specifically designed for this problem. All algorithms are applied to
several real-world MCDA problems. The obtained results are evalu-
ated regarding the quality of the partitioning and the consistency of
the clustering relations with respect to the relations between pairs of
alternatives through objective quality measures.

UTASTAR-T: a time-series-based approach for prefer-
ence disaggregation in MCDA

Sarah Ben Amor, Betania Campello, Leonardo T. Duarte,
Joao Romano

Multiple criteria decision aid (MCDA) aims to support decisions in-
volving a set of alternatives and multiple criteria. The preference dis-
aggregation approach in MCDA infers preferential information from
examples of decisions provided by the decision maker (DM). Meth-
ods based on this approach generally use a linear programming for-
mulation to determine piecewise linear marginal value functions. A
typical problem with these methods is that each criterion is associated
with a single value, which may be the average of the criterion perfor-
mance in a given period of time or some other static data. However,
several decisions are made considering the evolution of the criterion
over time, its time-series, or some characteristics of these time-series
(summary measures such as the average and tendency). For instance,
to open a new country branch, the DM analyzes two criteria, gross
domestic products and purchasing power parity. In this type of invest-
ment, the tendency of these criteria is as relevant as their average. We
propose UTASTAR-T, an extension of UTASTAR, a well-known pref-
erence disaggregation MCDA method, to learn the DM’s preferences
in a context where the average and tendency of the time-series criteria
are considered simultaneously. UTASTAR-T was tested and validated
using actual data for the assessment of ten countries, using three cri-
teria life expectancy at birth, education, and gross national income per
capita, while considering the criteria’s average and tendency
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A stakeholder engagement approach to map risk miti-
gation strategies for the promotion of energy efficiency
investments in Europe

Aikaterini Papapostolou, Charikleia Karakosta, Filippos
Dimitrios Mexis, Nikos Kleanthis, Alexandros Flamos

Stakeholder engagement is the process of involving stakeholders in
dialogue in order to determine their views, concerns and experience
about a specific problem, and to determine economic, social and en-
vironmental factors that can improve the decision making. Success-
ful engagement necessitates researchers to begin engagement early in
the research process by developing a strategy and defining the activ-
ities based on the target group needs, and to integrate feedback into
research processes and outputs. The objective of the present study is
to propose a stakeholder engagement approach that aims at closing
the gap between project developers and financing bodies and promot-
ing the successful financing and implementation of sustainable energy
projects. The proposed methodology aims at identifying the most suit-
able stakeholder profiles, contact them through a variety of commu-
nication means and, finally, engage them through a targeted question-
naire. The questionnaire developed focused on identifying and cat-
egorising the main strategies that could mitigate the risks hinder the
financing of sustainable energy projects. Apart from the energy sec-
tor, the proposed methodology could be also used as a basis for the
development of stakeholder engagement plans in different sectors of
activity.

Planning future power systems considering Hydrogen-
fired gas turbines

Miguel Carrién, Herndn Gémez- Villarreal, Miguel
Canas-Carreton, Ratael Zarate-Mifiano

Planning decarbonized power systems is one of the most relevant prob-
lems that power system planners are facing nowadays. In this work
we propose a generation capacity expansion that aims at designing
an low-carbon power system considering the possibility of installing
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hydrogen-fired gas turbines. The problem is formulated as a two-stage
stochastic programming problem. The proposed model considers the
installation of electrolyzers, storage facilities and desalination plants.
A realistic case study is solved to test the proposed formulation.

3- Energy System Modelling to Support Managerial
Decision-Making in the Energy Sector: Selected In-
sights and Pitfalls
Valentin Bertsch, Jonas Finke

Energy systems around the world are undergoing a process of fun-
damental change and transformation aimed at reducing greenhouse
gas emissions and combating climate change mainly through invest-
ment in renewable energies. While energy systems models (ESMs)
have been developed and used for several decades to support decision
makers in governments and companies, these models typically take a
central-planning approach. Moreover, a number of simplifications and
assumptions are usually made, e.g. to keep the models computation-
ally tractable. While simplifications and assumptions are obviously
an inherent part of any modelling process, it is important to note that
their effects can remain unseen when only considering ESM results
at the macroscopic level. The attempt to use ESM output to support
managerial decisions of energy companies, e.g. related to individual
investment projects, reveals a number of such hidden effects raising
general questions related to the usefulness and robustness of the ESM
output - also at the macroscopic level. This paper will illustrate several
such examples and discuss possible ways forward.

4 - A multidimensional approach for Benchmarking Energy
Efficiency Projects
Charikleia Karakosta, Aikaterini Papapostolou, Filippos
Dimitrios Mexis, Haris Doukas

Standardisation is an essential element in various sectors to avoid con-
flict, duplication of effort and establish a common language between
key actors. Even though Energy Efficiency (EE) is a high priority for
the European Union (EU), it lacks common standardisation procedures
and methods among interested parties. EE investment ideas usually
lack a common framework on which projects are considered profitable
and merit attention by investors, while financing institutions mainly
evaluate the creditability of the company that develops the project
rather than the project itself. In this framework, the present study pro-
poses a multidimensional benchmarking approach for the identification
of bankable EE project ideas. The methodology aims to set the pace
for EE project developers and investors to establish a consensus based
on which EE investments are bankable. Unlike other approaches, the
proposed methodology establishes an integrated approach, especially
in terms of variety of investors and financing options, taking into con-
sideration all possible benefits of EE investments, providing awareness
concerning their compliance with the EU Taxonomy, deploying KPIs
and thresholds broadly used by EE and financing sector, and providing
a hub in which these projects could be financed. The benchmarking
deploys outcomes that have emerged from lessons learnt, databases of
already financed projects, and stakeholders’ consultation to ensure that
the evaluation is in line with market needs.
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Chair: Felix Hennings

1 - Optimizing transient gas network control for challeng-

ing real-world instances using MIP-based heuristics
Felix Hennings, Kai Hoppmann-Baum
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Optimizing the transient control of gas networks is a highly challeng-
ing task. The corresponding models feature the combinatorial com-
plexity of determining the usage of the many active elements as well
as the non-linear and non-convex nature of the physical and technical
principles of gas transport. In this talk, we present the latest improve-
ments of our ongoing work to solve this problem for real-world large-
scale instances: By adjusting our model regarding the gas compression
capabilities in the network, we are able to more accurately reflect the
technical limits of the underlying machines while maintaining a simi-
lar overall model size. In addition, we introduce a new algorithmic ap-
proach that is based on splitting the complexity of the problem by first
finding assignments for discrete variables and then determine a corre-
sponding locally optimal non-linear solution for the continuous vari-
ables. For the first task, we apply well-established heuristic concepts
for time-expanded problems that find solutions by solving a sequence
of sub-problems on reduced time horizons. To demonstrate the com-
petitiveness of our approach, we test our algorithm on particularly chal-
lenging historic demand scenarios. The results show that high quality
solutions are obtained through reliably short solving times, making the
algorithm well-suited to be used at the core of time-critical industry
applications.

Graph Theory and Cost-Benefit Analysis for Optimizing
and Evaluating Networked-Infrastructures Transitions:
A Case Study on Wastewater Infrastructure’s Mergers
in England

Yasmin Jaaron, David Saal

This research focuses on applying a hybrid methodology of mathemat-
ical optimisation and economic analysis, seeking to develop an opti-
misation and evaluation tool to be used in infrastructural transitions
planning. In particular, the concepts of graph-theory and Cost-Benefit
Analysis (CBA) have been applied on facilities mergers of wastew-
ater infrastructure, to demonstrate a proof-of-concept of an effective
decision-making tool. The study has involved modelling sewerage sys-
tems considering the main two components of collecting and transport-
ing sewage (pipelines and pumping stations) and wastewater treatment
facilities. Graph-theory principles are adopted to simulate and solve a
whole-system optimization model representing sewage collection and
treatment. Accordingly, a heuristic greedy algorithm is developed and
applied to find optimum/optimal solutions for two specific mergers sce-
narios. These are spokes-and-hubs and cascading mergers; both aim at
reducing the number of sewage treatment plants by merging treatment
facilities looking for long-term savings. The optimization approach in-
volves solving the two merger scenarios heuristically in two stages, to
find and compare optimal solutions referring to optimal merger struc-
tures. Subsequently, results of the optimization models are comple-
mented by CBA to evaluate their feasibility on a long-term period, by
analyzing the Net Present Value (NPV) of suggested merger structures
over a twenty-five-year timeline.

Multi-stage Heuristic for Facility Management
Arezoo Vejdanparast, Andre Maravilha, Felipe Campelo,
Aniko Ekart, Randa Herzallah

We consider a complex real-world Facility Management (FM) problem
requiring generating and updating schedules for approximately 1,000
engineers to attend around 10,000 daily job sites executing mainte-
nance tasks, under numerous constraints related to skills matching, job
deadlines and geographical location. The problem is modelled as a
Mixed Integer Programming (MIP) problem. We propose a multi-stage
heuristic solution strategy, with (i) a pre-filtering stage to select valid
engineer-task pairs; (ii) an allocation stage where tasks are attributed
using a greedy shortest transit time rule; (iii) a route refinement stage
for each engineer, modelled as multiple small-scale Travelling Sales-
person Problems with Time Windows; and (iv) a final refinement us-
ing a general solution polishing strategy. The results of the proposed
heuristic are compared to a time-limited Branch-and-Cut strategy us-
ing data provided by a partner FM industry. Preliminary results in-
dicate that the proposed heuristic provides good solutions and scales
well up to the required problem sizes, providing a feasible alternative
for the problem considered.
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4 - New research exploiting a local precomputed cost func- 2 - Solving the orienteering interdiction game with a de-
tion for the nuclear outage planning problem composition method
Rodolphe Griset, Saad Balbiyad, Luis Marques Kiibra Taminmus, Eduardo Alvarez-Miranda, Markus Sinnl
The nuclear outage planning problem is challenging for the french The orienteering problem (OP) is a fundamental routing problem
electricity producer EDF. It combines a scheduling aspect with spe- where the aim is to find a tour on a graph such that a given maxi-
cific nuclear constraints and a production dispatching. Moreover, both mum tour length is not exceeded and the total prize collected from the
the supply/demand structure and nuclear units’ availabilities, are un- visited nodes is maximized. This NP-hard problem has applications in
known. The reference two-stage model for this problem was the sub- several areas such as scheduling, logistics, and tourism. In this work,
ject of the EURO/ROADEF challenge in 2010. In this model, outages we introduce the orienteering interdiction game (OIG), which involves
dates are ““ here-and-now ” decisions common to a set of scenarios two players, leader and follower who act sequentially. The aim of the
modelling uncertainties on the supply/demand structure in which pro- leader is to select a subset of the nodes to interdict such that the total
duction and stocks are optimized. prize earned by the follower, who solves an OP, is minimized because

he or she cannot collect the prizes of the interdicted nodes. The OIG

In the literature, the most efficient MILP based approaches use ex- can model a competitive environment where an existing agent makes
tended formulation to handle nuclear specific constraints leading to an contracts with some of the locations so that the newcomer’s profit is
efficient resolution in the deterministic case [Griset et. al,2022]. In minimized. It can also be used to analyze the worst-case scenarios in
stochastic settings, however, even using Dantzig-Wolfe/Benders de- case of attacks during military operations. We propose a single-level
compositions to handle the large scale of the problem is too slow for reformulation based on interdiction cuts in order to solve this chal-
operational use where EDF resort to a local search heuristic. lenging bilevel problem. Based on this reformulation, we develop a
We present a one-stage MIP formulation exploiting local cost indica- bran.ch?and-cut a_l gorithm and introduce various enh_a ncements such as
tors to link nuclear outage decisions to solution costs without the need heuristic separation proch ures and usage of solution and cut poqls.
for production dispatching in scenarios. We compare several compact We test our approach on instances created fro_rn a set Of. TSPLIB in-
and extended formulations for this new problem. This new problem stances V.mh several leader budget levels and prize generation s.chemes.
is designed to be used in a local search scheme where the cost func- The prel_lmlna.ry tesults show that the _prqposed enhancements improve
tion is iteratively updated by a neural network tool. Moreover, robust the efficiency of the branch-and-cut significantly.
fﬁgiﬁiﬁfégﬁgﬁ g;:frl;;?;mdle uncertainties Impacting outages 3 - A decomposition method for solving fortification games

Markus Sinnl, Markus Leitner, Ivana Ljubic, Michele Monaci,
Kiibra Taninmig

Fortification games, also known as sequential defender-attacker-
defender problems, are a class of trilevel optimization problems with
many applications in areas such as survivable network design and fa-
cility protection. These problems are an extension of interdiction prob-
lems, i.e., attacker-defender problems, with an outer level which allows
for defense against the attacker: In the outer level, the defender can se-

Decomposition methods for network
optimization

lect some assets to protect, in the middle level, the attacker can select
some of the unprotected assets to attack, and in the inner level, the
defender solves an optimization problem over the non-attacked assets.
In this talk, we present a decomposition method to solve fortification
games by introducing fortification cuts, which allow modeling the ob-
jective function of the fortification games in an outer-approximation-
fashion. Based on these cuts, we develop an exact branch-and-cut al-
gorithm for fortification games. We discuss lifting procedures for for-
tification cuts, as well as separation and implementation details. We
also present a computational study on shortest-path fortification game
instances from literature, including a comparison to a state-of-the-art
algorithm for fortification games.

Stream: Network Optimization
Invited session

Chair: Markus Sinnl

Chair: Kiibra Taninmig

1- A Benders decomposition algorithm for blocking the
spread of contagions in networks

Necati Aras, Evren Guney, Markus Sinnl, Kiibra Taninmis
4 - A novel decomposition-based approach for the p-center

problem
Elisabeth Gaar, Markus Sinnl

The COVID-19 pandemic is a reminder of the danger of the spread of
harmful contagions in networks. It has infected over 450 million peo-
ple and caused the death of over 6 million people. In this work, we
introduce the measure-based spread minimization problem, which can
be utilized to model the optimal minimization of the spread of harm-
ful contagions in networks. We are given a directed graph G=(V,A)
representing a network, a stochastic diffusion model for spread in the
network, and a set of initially infected nodes/people. Let K be a set
of labels each of which representing a certain relationship (contact)
type between two people. There can be multiple arcs between a pair of
nodes and blocking a label means taking a measure that prevents the
contact between every pair of nodes connected via an arc having that
label. In other words, there is a measure associated with each label
which causes the arcs with the relevant label to be removed from the
network. In a disease spread context, possible measures could be clos-
ing of schools, closing of department stores, and the lock-down of a
certain area. We present an integer program that is based on stochastic
programming and live-arc graphs to model the diffusion process. We
propose a Benders decomposition based solution algorithm enhanced
with various components to allow for the solution of large-scale in-
stances. A computational study is carried out to analyze the effective-
ness of the algorithm and generate managerial insights.

The p-center problem (PCP) is a fundamental problem in location sci-
ence, where we are given customer demand points and possible facility
locations, and we want to choose p of these locations to open a facility
such that the maximum distance of any customer demand point to its
closest open facility is minimized. The classical textbook integer pro-
gramming (IP) formulation of PCP is usually dismissed due to its size
and bad linear programming (LP)-relaxation bounds.

We present a novel solution approach that works on a new IP formu-
lation that can be obtained by a projection from the classical formu-
lation. The formulation is solved by means of branch-and-cut, where
cuts for demand points are iteratively generated. Moreover, the formu-
lation can be strengthened with combinatorial information to obtain a
much tighter LP-relaxation. In particular, we present a novel way to
use lower bound information to obtain stronger cuts. We show that
the LP-relaxation bound of our strengthened formulation has the same
strength as the best known bound in literature, which is based on a
semi-relaxation.

Finally, we also present a computational study on instances from the
literature with up to more than 700,000 customers and locations. Our
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solution algorithm is competitive with highly sophisticated set-cover-
based solution algorithms, which depend on various components and
parameters.
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Decision Support in Routing, Scheduling
and Planning

Stream: Decision support (contributed)
Contributed session

Chair: Liwen Zhang

1-
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Decision support in the Technician Routing and
Scheduling Problem
Mette Gamst, David Pisinger

The technician routing and scheduling problem (TRSP) consists of
technicians serving tasks subject to qualifications, time constraints and
routing costs. In the literature, the TRSP is solved either to provide
actual technician plans or for performing what-if analyses on different
TRSP scenarios. We present a method for building optimal TRSP sce-
narios, e.g., how many technicians to employ, which technician qualifi-
cations to upgrade, etc. The scenarios are built such that the combined
TRSP costs (OPEX) and investment costs (CAPEX) are minimized.

The proposed method consists of a heuristic based on column genera-
tion. To reduce computational time, the routing costs of a technician
are estimated instead of solved to optimality. The proposed method
is evaluated on data from the literature and on real life data from a
telecommunication company. Finally, future research directions are
discussed.

BL.Optim: a configurable optimizer towards decision-
making support for various scheduling and routing
problem

Liwen Zhang, Florent Mouysset, Mustapha Derras,
Christophe Bortolaso

Nowadays, there is a wide demand from many organizations to reg-
ularly route and schedule staff and goods to satisfy specific objec-
tives. Scheduling and routing issues often require consideration of var-
ious businesses constraints under different industrial contexts, thereby
ensuring the optimal use of resources. Decision-makers need cus-
tomizable optimizers to specify business-oriented constraints and de-
fine their target planning generation needs. In our work, we present
"BL.Optim", an optimizer with two-stage model-based architecture,
which aims at capturing routing and scheduling requirement for a wide
category of Constraint Satisfaction Problems (CSP). We demonstrated
our approach on Home Health Care Routing and Scheduling Problems
(HHCRSP), Home Meal Delivery Problems and Preventive Mainte-
nance Scheduling and Routing Problems. The captured requirements
are customizable by activating the necessary constraints facing the dif-
ferent realistic use cases. A series of CSP-based activable soft con-
straints and non-violated hard constraints are embedded in BL.Optim.
To meet industrial requirements in solving the real-world cases with
significant dimension, we opted for the Ant Colony Optimization al-
gorithm for solution generation. Solutions generated by BL.Optim for
HHCRSP are competitive against the manual scheduling result, with
less 28% less assigned caregivers to perform required 142 services per
day by respecting all the specified constraints.

Combined batch process and manpower scheduling to
minimize workforce requirements
Saurabh Chandra, Debashish Jena

The malt beverage production follows a two-step process, the first one
being a continuous flow process and the second stage being a batch

production process. The batch production process comprises multiple
baking ovens in parallel. The process has lumpy manpower require-
ments, as labor is needed only for the loading and unloading operation
of each oven while baking, while the small infrequent manual inspec-
tion is needed while the baking process is going on. The firm uses a
temporary workforce to meet the daily fluctuations in production de-
mand. The biggest challenge here is to schedule the baking process
with multiple ovens across multiple shifts in a day such that minimal
manpower is required, with an objective to meet the production target.
We present MILP and CP models for the problem along with a heuris-
tic solution method comprising of a two-stage solution approach.
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Subsidy termination risk, incremental investment and
capacity growth
Roel L.G. Nagy, Stein-Erik Fleten, Lars Sendstad

Investments are frequently subsidized, but once a subsidy is close to
reaching its goal or loses political support, it may be terminated. An
important question for policy makers is how to minimize the negative
impact of the risk of subsidy termination on the firm’s investment.

We study a monopolist eligible for a subsidy faced with option to in-
vest irreversibly in small increments. We assume the social planner
sets a subsidy, and the firm decides on when to install the capacity in-
crements. The social planner may have to withdraw the subsidy due to
unexpected events outside of her control.

We contribute to the literature by analyzing how the subsidy retraction
risk impacts optimal investment timing, the firm’s total investment and
total surplus. We find that the firm installs capacity increments sooner
and, as a result, install a larger capacity than a firm without a subsidy.
Furthermore, a subsidy can increase total surplus if set correctly. The
social planner’s optimal subsidy size increases with the firm’s capacity,
and decreases with subsidy withdrawal risk.

Why wait? Modeling the timing of EV charger invest-
ments and the role of policy
Emil Dimanchev

Governments aim to encourage the deployment of charging stations
for electric vehicles. However, private-sector decision makers face an
incentive to delay irreversible investment decisions due to uncertainty
in future demand. This incentive has not been captured by previous re-
search, which evaluated charging station investments using Net Present
Value methods. To address this gap in the literature, this paper mod-
els the problem of charging station investment as a Real Option. We
introduce a numerical model to study the effects of different ways gov-
ernments can design subsidies to de-risk investment decisions and thus
accelerate charging station deployment. Our results further quantify
the cost-efficiency of different subsidy designs.

Risky vs Safe production mode: when to invest and
when to switch?
Carlos Oliveira, Igor Kravchenko, Cldudia Nunes

In this paper we study the investment strategy of a firm that upon in-
vestment may produce in two alternative modes. These two modes dif-
fer in terms of the risk associated with the running payoff: one being
more profitable when the market conditions are favourable but leading
to larger losses in times of crisis (risky mode), whereas the other mode
leads to smaller profits and losses (safe mode).

Once the investment takes place, the firm may still switch from one
mode to another. Therefore the firm may adjust itself, in terms of pro-
duction mode, to the conditions of the market. Moreover, we assume
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that the firm may decide to exit the market, and this decision is possible
in both production modes.

We find that the investment strategy may be dichotomous. In this case
we have an inaction region, for a range of prices in a certain bounded
interval, where the firm does not invest and waits to have more infor-
mation about the price evolution. Another interesting fact that we find
is that under some conditions, the firm can operate with a negative in-
stantaneous profit. This region - the hysteresis region - can only be
reached under special conditions.

4 - Revenue and risk of variable renewable electricity in-
vestment: the cannibalization effect under high market
penetration
Lina Reichenberg, Tommi Ekholm, Trine Krogh Boomsma

The observation that wind and solar power depress market prices at
times when they produce the most has been termed the ’cannibaliza-
tion effect’. This can have a substantial impact on the revenue of
these technologies, the magnitude of which has already been estab-
lished within the economic literature on current and future markets.
Yet, the effect is neglected in the capital budgeting literature assess-
ing green investments in the electricity sector (e.g. including methods
such as portfolio- and real- options theory). In this paper, we present
an analytical framework that explicitly models the correlation between
VRE production and electricity price, as well as the impact on revenues
of the surrounding capacity mix and cost to emit CO2. In particular,
we derive closed-form expressions for the short-term and long-term
expected revenue, the variance of the revenue and the timing of in-
vestments. The effect of including these system characteristics is illus-
trated with numerical examples, using a wind investment in the Polish
electricity system as a test case. We find the cannibalization effect to
have major influence on the revenues, making the projected profit of
a project decrease from 33% to between 13% and —40% (i.e. a loss),
depending on the assumption for the rate of future VRE capacity ex-
pansion. Using a real options framework, the investment threshold
increases by between 13% and 67%, due to the inclusion of cannibal-
1zation.
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1 - Truthful Reporting of Auditors under Uncertainty - An
option-based Approach
Tim Burger, Sascha H. Moells

"Audit quality" has for long - in particular following accounting scan-
dals and spectacular bankruptcies - been an intensively discussed topic
in public media as well as regulatory debates. While the core of this
debate refers to various aspects of the independence’ of auditors, from
an analytical perspective it seems appropriate to give particular atten-
tion to the rationale and incentives of auditors when making the de-
cision on (non-)truthful reporting of detected irregularities. Thus, the
option to report truthfully - and possibly end any future ventures with
the client - should be at the core of modelling the decision-making pro-
cess of auditors under uncertainty. When additionally recognizing the
aforementioned irreversibility of the decision made, the application of
an option-based approach seems suitable. Such a perspective allows to
explicitly analyze critical parameters affecting the reporting of auditors
as well as to capture situations in which the auditor might purposefully
withhold critical information - e.g. in a situation of "low balling" while
discounting future benefits from the mandate - causing additional hold-
ups. Characterizing the behavioral leeway of auditors and conceiving

corresponding critical thresholds for truthful reporting, existing as well
as prospective regulatory measures to assure the independence of au-
ditors can be evaluated in a complex setting. The results shed light on
mechanisms not explicitly captured in the debate yet.

2 - Dynamic effects of CO2 certificate costs in case of com-
plex cost calculation production structures
Anna Uhrmeister

In recent years, the effects of climate change have received heightened
attention in academic as well as public discourses. Equally, the impact
of climate change on the global economy becomes increasingly visi-
ble in various forms. For example, european companies have to pay
CO2 emission fees if their production generates CO2 emissions. The
German emissions trading system started in 2021 with a politically de-
termined price system, which foresaw a fixed price per ton of CO2.
Companies must therefore purchase CO2 certificates to a fixed price if
they emit CO2. Besides the common manufacturing costs as defined
by IAS 16.15 environmental costs must be included in cost calcula-
tions on the basis of cost valuations according to IFRS. Starting from
this, this research takes a closer look to investigate the impact of CO2
certificates on German companies. It is assumed that the effects are
greatest in the production sectors in which CO2 emissions are also the
highest. Taking it into account, this research will model and analyze an
average company in the steel industry. Specifically, business processes
are modeled to investigate complex circumstances such as joint pro-
cesses. Particularly in the research field of joint processes, evaluation
difficulties often arise. Furthermore to consider temporal effects such
as fluctuating material prices, system dynamics are used as a modeling
technique.

3- SUCCESs - An Open-Source Integrated Assessment
Model for long-term Climate Change-Scenario Fore-
sight
Nadine-Cyra Freistetter, Tommi Ekholm

Achieving a climate-neutral and sustainable society requires extensive
transition towards carbon neutral energy production, material use and
protection of ecosystems. Informed foresight can help decision-makers
and society to ensure the sustainability of their actions.

Integrated Assessment Models (IAMs) are the workhorse for providing
foresight for long-term sustainability strategies, particularly towards
mitigating climate change. However, most IAMs focus on the transfor-
mation of the energy system alone, and thereby overlook the negative
or positive feedbacks the energy system has with other systems, like
land-use and materials production.

We present the novel Integrated Assessment Model "SuCCESs" that
fully couples the production and use of energy, materials, and land-
use globally; and calculates the associated greenhouse gas emissions
and sinks from these systems. SuCCESs is an open-source intertem-
poral optimization (cost minimization) model, solved through linear
programming, that simulates efficient markets in long-term scenarios.
The joint optimization of multiple systems allows for a more holistic
exploration of the energy system transformation, substitution between
renewable and non-renewable materials, and possibilities in land-use
to mitigate climate change or provide renewable energy and materials.
This will provide important foresight for a broad set of decision makers
on the required transitions to achieve a climate-neutral and sustainable
society.
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The Static versus Static-Dynamic Uncertainty Strategy
for the Stochastic Lot Sizing Problem under Random
Demand

Markus Mickein, Knut Haase

‘We propose two model formulations for the stochastic capacitated lot-
sizing problem (SCLSP) under the static and static-dynamic uncer-
tainty strategy. While the static strategy fixes the production plan
at the beginning of the planning horizon, the static-dynamic strategy
enables adjustments of the production quantities after demand real-
ization. Therefore, we apply a lot size adaptation approach that de-
termines adjustments depending on demand differences between the
expected and realized demand. We apply a sample average approx-
imation to model the demand uncertainty by several scenarios repre-
senting possible demand realizations. We introduce a general solution
approach designed for scenario approximated problems to solve the
stochastic program. This approach guarantees sufficient uncertainty
approximation within reasonable computing time by iteratively extend-
ing the scenario sample. First, all variables are optimized under a small
scenario sample. Next, a subset of variables is fixed and the remaining
variables will be optimized again under a large scenario sample. We
evaluate 7,776 test instances to identify problem and demand structures
where the static or static-dynamic strategy dominates. The numerical
results prove that the proposed solution approach fulfills the service
level in each test instance. Furthermore, the management analysis
demonstrates that the static-dynamic strategy achieves lower average
costs (2.7%) and lower overshoots of target service levels (15.2%).

Maximum Mean Discrepancy Distributionally Robust
Nonlinear Chance-Constrained Program with Statistical
Guarantee

Yassine Nemmour, Heiner Kremer, Jia-Jie Zhu

Motivated by the open questions in distribution- ally robust chance-
constrained programs (DRCCP), we propose an approximate solution
method using the maximum mean discrepancy (MMD) ambiguity sets,
which we term MMD- DRCCP. Different from previous works using
the Wasserstein distances, MMD-DRCCP can handle general nonlin-
ear con- straints with proven finite-sample statistical guarantees. We
further propose computational schemes for constructing the the MMD
ambiguity sets in practice. Our algorithms are validated numerically
on a portfolio optimization problem and a tube- based distributionally
robust model predictive control problem.

Robust Optimization with Continuous Decision-
Dependent Uncertainty
Haoxiang Yang

We consider a robust optimization problem with continuous decision-
dependent uncertainty (RO-CDDU). RO-CDDU has two main fea-
tures that have not been addressed in the literature: an uncertainty set
with linear dependence on continuous decision variables and a con-
vex piecewise linear objective function. We prove that RO-CDDU
is NP-hard in general. To address the computational challenges, we
reformulate RO-CDDU to an equivalent mixed-integer nonlinear pro-
gram with a decomposable structure without loss of generality. Such
an MINLP model can be further transformed into a mixed-integer lin-
ear program (MILP) by enumerating the extreme points of the uncer-
tainty set. We propose an alternating direction algorithm (ADA) and a
column generation algorithm (CGA) to iteratively solve the MILP for-
mulation of RO-CDDU. We compare the solutions of ADA and CGA
with the lower bound generated by a piecewise McCormick relaxation.
We conduct numerical studies of RO-CDDU on a demand response
management problem in electricity markets. Our results demonstrate
promising computational performance for our proposed algorithms and
the impact of uncertainty on the solutions of the RO-CDDU model in
the demand response management problem.

Adaptive-cut Method for Two-Stage Stochastic Pro-
grams
Eduardo Moreno, Ivana Ljubic, Cristian David Ramirez Pico

Decomposition methods, and in particular the Benders decomposition,
have shown strong capabilities in the design and implementation of

efficient solution algorithms for two-stage stochastic problems with a
large number of scenarios. In recent years, improvements in Benders’
methods have focused on the aggregation of scenarios, using different
measures of distance between scenarios. On the other hand, the Adap-
tive Partition Method for two-stage stochastic problems has become a
popular method for solving problems with a large number of scenarios,
due to its ability to aggregate and disaggregate scenarios based on the
information from the duals of each scenario. In this talk we discuss
a generalization of the adaptive method and how to incorporate this
generalization into the Benders decomposition method. The result-
ing algorithm can be seen as a middle ground between the so-called
multi-cut and single-cut Benders methods. We present computational
results on stochastic network flow problems, showing that the proposed
method benefits from the advantages of both multi-cut and single-cut
developments. Moreover, this technique follows the same structure
of Benders decompositions, leaving open the possibility to apply the
methodology to particular problems where acceleration techniques can
increase the global efficiency of Benders decomposition.
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Generating a diverse and challenging set of sports
timetabling problem instances

Dries Goossens, David Van Bulck, Morteza Davari, Jeroen
Belien

The fifth International Timetabling Competition (ITC2021) was held to
instigate further research on automated sports timetabling. Its artificial
problem instances require constructing a compact double round-robin
tournament with 16 to 20 teams while respecting various hard con-
straints and minimizing the penalties from violated soft constraints.
We discuss how we generated a set of challenging, diverse, and realis-
tic problem instances for this timetabling competition.

In particular, we present a set of features describing the structure of
the problem instances, construct the so-called two-dimensional (2D)
instance space of problem instances from the literature, and derive the
region in instance space where all real-world-like instances are located.
To generate a diverse and feasible set of problem instances, we propose
the use of an instance generator whose parameters are set by an integer
programming approach such that the resulting instance is projected at
a specific spot in the 2D space.

Finally, we learn about strengths and weaknesses of the algorithms de-

veloped by the participants, by drawing their so-called footprints on
the instance space.

Integer programming models for round robin tourna-
ments

Frits Spieksma, Jasper van Doornmalen, Christopher Hojny,
Roel Lambers

Integer programming continues to be a very popular way to obtain a
schedule for a round robin tournament. The ability to straightforwardly
model the tournament scheduling problem, and next solving it using
an integer programming solver, greatly facilitates practitioners, as it is
usually possible to add all kinds of local, particular constraints to the
formulation that help to address specific challenges. We intend to take
a fresh look at the problem of formulating a round robin tournament as
an integer program. Assuming a Single Round Robin format (where
each pair of teams meet once), we propose, next to the well-studied,
traditional formulation, two new formulations: the so-called matching
formulation, and the so-called permutation formulation. These new
formulations are not compact: they us an exponential number of vari-
ables. However, we show that their linear programming relaxations can
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be solved efficiently by showing that the corresponding pricing prob-
lem can be solved in polynomial time. When comparing the quality of
the linear programming relaxations of the three models, we find that
the matching formulation is stronger than the other two formulations
when the number of teams exceeds 6. We show how these results can
be extended to k-round robin tournaments, and we also look at how
these formulations can be applied to the problem of minimizing the
carry-over effect.

3 - Dynamic scheduling of e-sports tournaments
Celso Ribeiro, Zhilong Dong, Yujie Ma, Ailec Zamora,
Fengmin Xu, Kui Jing

Electronic sports (e-sports) have seen a rapid growth as an emerg-
ing market with the development of the digital economy. The Asian
Olympic Council announced that e-sports would be one of the 37
sports at the 2022 Asian Games in Hangzhou. AliSports, the sports
arm of the multinational technology company, Alibaba Group, has
partnered with the Olympic Council of Asia to bring e-sports to the
Asian Games. The medal events are PUBG Mobile, DOTA 2, Hearth-
stone, League of Legends, FIFA, Street Fighter V, Arena of Valor, and
Dream of the Three Kingdoms 2. Differently from traditional sports,
optimization methods have been scarcely applied to e-sports schedul-
ing. First, because most of the viewership follow the games online and
pay for viewing each game. Second, teams do not move from one fa-
cility to another to play their games. Third, the number of teams may
be much larger. We propose a dynamic integer programming approach
for scheduling e-sports tournaments, based on a modification of the
Swiss system. The schedule of each round considers the rankings of
the teams at the end of the previous round, which are calculated using
the Colley matrix. The goal consists in maximizing the attractiveness
to the viewership of the games played in each round. Repetitions of the
same game over a certain number of rounds should be avoided. The
order of the games in each round enforces a fairness criterion. The
approach was validated using data from e-sports tournaments of Arena
of Valor and Dota 2.

4 - Backtracking in Sports Timetabling: a Traditional Ben-
ders’ Decomposition Approach
David Van Bulck, Dries Goossens

In a round-robin sports timetable, each team meets every other team
a fixed number of times. The simplicity of this tournament struc-
ture notwithstanding, constructing a timetable is challenging due to
the large number and diversity of constraints that typically need to be
considered. A common approach is therefore to decompose the prob-
lem with the first-break-then-schedule approach (FBTS), which first
determines when teams play home or away after which it decides upon
the specific opponents. Despite common use of FBTS to schedule real-
life tournaments in practice, research on how to backtrack between the
different phases of the algorithms is scarce. This talk shows how FBTS
and a closely related decomposition approach known as first-day-off-
then-schedule (FOTS), relates to classic Benders” decomposition with
integer subproblems. Compared to the classic FBTS and FOTS ap-
proaches, traditional Benders’ decomposition provably converges to
an optimal solution and is able to cope with most real-life constraints
or even situations where the objective is (partly) determined by the as-
signment of opponents. In this talk, we generate compact timetables
that minimize the total number of travel trips and relaxed timetables
that minimize rest time penalties and differences in rest time of oppos-
ing teams. Despite the fact that various algorithms have been proposed
in the literature before, we find considerably better solutions for several
instances of all three applications.
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On the performance of the subsampling bootstrap in
Network DEA
Maria Michali, Ali Emrouznejad, Akram Dehnokhalaji

Data Envelopment Analysis (DEA) provides an empirical estimation
of the production frontier based on an observed sample of decision
making units (DMUs), and sampling noise is not taken into account.
However, alterations in the observed sample can affect the shape of
the efficient frontier and therefore, the efficiency scores of DMUs. If
the observed set of DMUs is considered as a random sample drawn
independently and uniformly from an underlying population, then the
true efficient frontier is unknown. In the multivariate setting, different
bootstrapping techniques have been used to estimate the true frontier,
under various assumptions. This study investigates the performance
of the subsampling bootstrap in the estimation of the true efficiency
scores of DMUs with two-stage series structures, through Monte Carlo
experiments, for a range of sample and subsample sizes. The overall
and stage efficiency scores are obtained through the additive decom-
position approach. Coverage probabilities indicate a sensitivity to the
sample and subsample sizes. The subsampling methodology is then
illustrated on a dataset about European railways.

A fair composition approach in Network Data Envelop-
ment Analysis

Julia Nasiadka, Dimitrios-Georgios Sotiros, Gregory
Koronakos, Dorota Kuchta, Dimitris Despotis

Network Data Envelopment Analysis (NDEA) is an extension of Data
Envelopment Analysis (DEA) that takes into consideration the inter-
nal structure of Decision Making Units (DMUs) in the efficiency as-
sessment. Notably, in NDEA, every DMU is conceived as a network
of several sub-processes arranged into a series, parallel or mix of se-
ries and parallel structures. In this paper, we focus on two-stage se-
ries structures and develop a fair composition approach to derive the
divisional and the overall efficiency scores. Our approach relies on
Multi-Objective Programming (MOP) techniques, but unlike existing
methods in the literature, we identify the divisional efficiency scores in
a min-max and max-min sense simultaneously. Specifically, we iden-
tify a point on the Pareto Front of the objective functions space that
is as close as possible to the highest divisional efficiency scores (Ideal
point) and as a far as possible from the lowest divisional efficiencies
(Nadir point). Selecting such a unique point that secures the fairness
among the divisions is of crucial importance, as it will allow to set a
common basis for comparison of the divisional scores of each DMU
as well as to derive the overall efficiency. We compare the introduced
method with other prominent methods in the literature, highlighting
the differences and the advantages of our new method.

A unified approach to non-radial models in data envel-
opment analysis
Maria Trnovska

Non-radial graph models represent an important class of data envelop-
ment analysis models, whose efficiency measure aggregates all input
excesses and all output shortfalls. The particular known models have
usually been studied separately in the literature. In this contribution,
we present a general scheme for non-radial graph models in the en-
velopment, as well as in the multiplier form. The proposed general
scheme includes all known non-radial graph models as its special case.
We analyse the behaviour of the models based upon several desirable
properties of the optimal solution and the efficiency score. We also
study the primal-dual relationship between the envelopment and the
multiplier form of the models to reveal new features and useful in-
sights.

An alternative approach to Network Data Envelopment
Analysis

Dimitris Despotis, Dimitrios-Georgios Sotiros, Gregory
Koronakos
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Network Data Envelopment Analysis (NDEA) has been introduced
as an extension of standard DEA to assess Decision Making Units
(DMUs) by considering their internal structure. The holistic approach
to NDEA comprises methods, whose common characteristic is the
joint assessment of the individual sub-units and the overall DMU. In
this approach, the interdependency of the sub-units is considered in
the efficiency analysis by means of the flow of intermediate measures.
The observed inability of NDEA methods to identify efficient units in
a number of real-world case studies motivated us to develop an alterna-
tive approach to address this issue. The common practice of merging,
in a single model, production possibility sets from non-homogeneous
technologies is the main reason for the deviation of NDEA from the
fundamental principles of DEA. Developing our approach for basic
two-stage processes shows that the failure of NDEA to locate effi-
cient units is not a matter of complexity of the internal structure of
the DMUs. The concept that our approach is based on allows us to
employ conventional DEA without neglecting the interconnection of
the sub-units and the role of the intermediate measures. Employing
standard DEA models results in efficiency assessments within homo-
geneous environments, where the identification of efficient DMUs is
secured. We use the case of twenty-two automotive manufactures as
an example to illustrate our approach. Comparison with other NDEA
methods is also provided.
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4th Generation Product Management based on AHP and
QFD - Designing and Testing Cyber-Physical Products
Thomas Fehlmann, Eberhard Kranich

The international series of standards ISO/IEC 14143, ISO/IEC 19761
und ISO 16355 define how to model and measure software, and the
application of statistical and related methods to new technology and
product development process. Key element of 4th generation cyber-
physical products is the dominant impact of software on product fea-
tures. Another characteristic of these products is its high complexity
level as a system of systems. Today, manufacturers of highly complex
systems, such as airplanes or trainsets, face problems both in designing
and in testing their products. As a consequence, the many components
have not been tested thoroughly, neither has design taken all the needs
and user requirements into due consideration. The system components
do not interact smoothly and flawlessly. Testing a system compris-
ing millions of software functionality size units is hardly possible with
today’s methods. Good product design is even harder. At least for
software, we have a clue to solve the problem. Software is measur-
able using ISO/IEC 14143 and ISO/IEC 19761. These measurements
have been known in the past and used for estimating cost. But soft-
ware measurements take equal role with physical measurements in me-
chanics for addressing issues of reliability, safety and delighting users.
Based on these measurements, the methods explained in the series of
standards ISO 16355 allow for successful design and extensive testing
before putting into practical use.

An aggregation AHP-based procedure for ranking of
DMUs: A comparison with DEA models
Josef Jablonsky

Ranking of decision making units (DMUs) is one of the desirable out-
puts in application of data envelopment analysis (DEA) models. Espe-
cially the DMUs that are identified as efficient by a DEA model cannot
be ranked due to their identical efficiency scores. The study presents
an original procedure for ranking of efficient DMUs (or all DMUs)
that is based on the application of the analytic hierarchy process. The

procedure considers, instead of the set of inputs and outputs, the set
of partial efficiency measures that are defined as the ratios an output
divided by an input. Considering the set of m inputs and r outputs, the
procedure works with m.r efficiency measures. They generate the same
number of partial rankings. The weights of partial efficiency measures
are derived using standard pairwise comparisons. Then, an original ag-
gregation procedure that is based on goal programming methodology is
applied and the final ranking is derived by minimization of the sum of
weighted deviations or by minimization of the maximum weighted de-
viation. The results are compared with traditional DEA ranking mod-
els.
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Entering the Remanufacturing Business When There is
Already One Actor Making Remanufacturing
Mehmet Alegoz

Remanufacturing has been receiving a growing attention in both
academia and industry due to its economic and environmental bene-
fits. Although remanufacturing is comprehensively addressed in the
literature, studies basically assume that there is one remanufacturer in
the system at a time. However, real-life examples show that different
actors may consider entering the remanufacturing business simultane-
ously. Hence, economic and environmental effects of entrance of an
actor to remanufacturing business when there is already one actor still
needs the attention of the researchers. Motivating from this fact, in this
study, we focus on three remanufacturing systems as only the manufac-
turer remanufactures (Case 1), only the retailer remanufactures (Case
2) and both the manufacturer and the retailer simultaneously remanu-
facture (Case 3) the used products under the carbon tax policy. Stack-
elberg Game models are proposed for each of these cases and the per-
formances of the actors are compared. Computational results bring
various managerial insights. Particularly, we observe that the manu-
facturer, in most of the instances, has no economic incentive to enter
the remanufacturing business when the retailer already makes reman-
ufacturing but this is not true for the retailer. Contrarily, in most of
the instances, the retailer has a substantial economic incentive to enter
the remanufacturing business when the manufacturer makes remanu-
facturing.

Remanufacturing with Innovative Features: A Strategic
Analysis
Can Baris Cetin, Georges Zaccour

In this study, we investigate the best remanufacturing strategy for the
Original Equipment Manufacturer (OEM) and the Independent Re-
manufacturer (IR) in an innovative industry where the valuation of
consumers for the products increases with the level of innovation and
characterize how the best strategy changes with the identity of the re-
manufacturer. Our work differs from the existing articles which in-
vestigate the remanufacturing strategy in the presence of quality de-
cisions by the need to actively include the innovative features in the
remanufactured products as opposed to quality that is passively car-
ried to the remanufactured products. We consider three remanufactur-
ing strategies: (i) not remanufacturing, (ii) remanufacturing without
adding innovative features, and (iii) remanufacturing with adding in-
novative features (upgrading). To analyze the problem, we create a
single-period model where the OEM determines the level of innova-
tion and new product quantity in both competitive settings and either
OEM or IR determines the remanufacturing quantity depending on the
competitive setting. We investigate how the environmental impact of
the firms and the consumer surplus are affected by the competition and
the remanufacturing strategy.
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Production-Routing Problem with Disassembly Equip-
ment Consideration in Closed-Loop Supply Chain
Khakim Habibi

Production-Routing Problem (PRP) combines Lot-Sizing and
Inventory-Routing Problems in forward supply chain context. Fol-
lowing the growth of environmental consciousness, we consider a PRP
in a closed-loop supply chain by considering disassembly equipments.
It determines (i) when and how much to produce, (ii) when and how
much to remanufacture, (iii) when and how much to disassemble (iii)
when and how much to stock at depot and retailer and the routes for
the vehicles dispatched. Its objective function seeks to minimize the
total cost of manufacturing, remanufacturing, disassembly, inventory,
and routing by considering the equipment used to disassembly re-
turn products and the associated cost. It also considers the setting
of multi-depot, multi-product, and multi-vehicle. To obtain high-
quality solutions under a fast computational time, we implemented
Relax-And-Fix Heuristic by embedding Stoer-Wagner algorithm for
separating the subtour(s). The heuristic relaxes binary variables while
keeps the integrality of the remaining ones in a rolling sub-interval
of time horizon. The binary variables concerned are decisions on
performing or not manufacturing, remanufacturing, and disassembly
processes for each period. Following our preliminary test, the heuris-
tic outperforms CPLEX by providing solutions with an average gap of
0.59 % by reducing up to 76.79 % of the CPU time.
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Integrating Wildfire Resistance And Environmental
Concerns Into A More Sustainable Forest Ecosystem
Management Approach

Liliana Ferreira, Alexandra Baptista, Susete Marques, Miguel
Constantino, Isabel Martins, Jose Borges

This research aims at presenting landscape management planning
methods to help stakeholders select forest ecosystem management
plans that may address concerns related with wildfire risk and with
a more sustainable management. Specifically, mixed integer program-
ming models were developed in order to address spatial optimization.
A wildfire resistance index as well as adjacency constraints are brought
together into the models. The former is used to enforce a minimum
level for wildfire forest resistance while the latter limits the size of con-
tiguous clearcut areas, in each period of the planning horizon. Regu-
larity of timber flows is another concern that is also taken into account.
The models are used to provide decision spaces for further multicriteria
analysis. This research is applied to the Zona de Intervengao Florestal
(ZIF) de Castelo de Paiva and de Entre-Douro e Sousa (ZIF_VS) that
is located in northwestern Portugal.

Comparative analysis of forest ecosystem management
with clearcut constraints

Alexandra Baptista, Liliana Ferreira, Miguel Constantino,
Susete Marques, Isabel Martins, Jose Borges, Vladimir
Bushenkov

Forest ecosystem management planning methods deal with many chal-
lenges. The problem is complex as it encompasses a multiple harvest
context in a long planning horizon. Moreover, it requires collabora-
tive approaches to provide forest ecosystem services while addressing
wildfire risk (e.g., by including adjacency constraints on clearcut area).

This work sets out to make a comparative study between two differ-
ent approaches to establish the set of contiguous areas that cannot be
clearcut in the same period. The impact of these different perspectives
in the solutions provided by the mixed integer programming models
are measured and compared. Afterwards, Pareto frontiers are gener-
ated in a multicriteria framework in order to allow the stakeholders to
analyze the trade-offs and to verify which approach provides the most
advantageous option for choosing bundles of forest-based ecosystem
products and services. This work was applied as a case study to a
forest in Northwest Portugal, which comprises 1345 stands over two
non-contiguous regions.

Optimizing the transportation of timber from a large for-
est

Miguel Constantino, Marta Mesquita, Susete Marques, Jose
Borges

One main challenge in forest management planning involves decisions
such as the construction and maintenance of forest roads, the gathering
of timber at loading sites in management units, and the transport out of
the forest.

We consider a problem arising in a 7623 ha Portuguese forest. Har-
vested timber is gathered in the boundary of management units. It is
then loaded and carried by trucks along forest roads, until a main road
is reached. Forest roads must be built or main-tained. Timber ex-
traction and transportation services are contracted externally, so their
costs are proportional to the amount of timber harvested. Extraction
costs also depend on the machinery used (forwarders, skidders or other
tractor-based systems) and the location chosen to gather and load the
timber.

We consider two standard Mixed Integer Linear Programming formu-
lations, with bina-ry variables for road building and maintaining, and
flow or multiflow variables for timber transportation. Unfortunately,
the presence of big-M constraints in one formu-lation and the huge
number of variables in the other, prevents the problem to be solved
with a commercial MILP solver.

We exploit some features of the real-world problem to improve the
values of the big-M and substantially reduce the number of variables.
This allows to eventually solve the problem to optimality in a reason-
able amount time. We present computational ex-perience and discuss
the applicability and extensions of the approach taken.

Investigating Driving Factors of Ecosystem Service
Supply Efficiency on a Landscape Level
Vasja Leban, Lidija Zadnik Stirn, Spela Pezdeviek Malovrh

One of society’s greatest challenges to sustainable resource manage-
ment is balancing the multiple demands for and uncertain supply of
ecosystem services (ESs). This study is an attempt to explore the sup-
ply side of ESs using efficiency measures and to investigate the under-
lying driving factors through a case study in southwestern Slovenia.
As a first step, we modelled the potential supply of 17 relevant ESs on
a square grid. Then we applied Data Envelopment Analysis to investi-
gate the efficiency of landscape units, using the modelled ESs as out-
puts and the calculated expenditure per land use as input. In the third
step, we regressed the obtained efficiency results against ten potential
factors using Tobit regression. The average efficiency obtained was
0.299, thirteen units were efficient, and 36.6% of the units achieved
above average efficiency. Efficient units are more likely to be located in
areas with land uses other than forests, particularly in areas with more
agricultural land and pasture. These units are also more likely to be
located on flatter terrain, in more densely populated areas with smaller
parcel sizes, near cultural heritage sites, and with a variety of land uses.
In summary, improving the supply of ESs in underperforming units has
been shown to require a threefold consideration: maintaining projects
to keep rural areas vibrant and viable, improving infrastructure invest-
ments, and heterogenizing predominantly forested areas.
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Estimating Customer Attraction Parameters for Com-
petitive Retail Location Selection using Inverse Opti-
mization

Tobias Cronert, Layla Martin, Stefan Minner, Christopher
Tang

Customer’s store choice behavior is a key factor for competing retailers
to determine their store locations. Customers may have a preference
of one retail chain over the other, they may value accessibility, or the
convenience of combining shopping with other errands. For incum-
bent retailers, ample historical data at a point of sales level permits
approximating these customer attraction parameters using estimation
approaches. Their competitive location decision under known choice
parameters can be modeled as an integer programming game (IPG).
New entrants lack this detailed information but can observe the result-
ing location structure of incumbents. Assuming the observed location
structure is (near-)optimal for all incumbent retailers, information on
the customer choice behavior can be extracted. For this purpose, we
propose a novel inverse optimization approach for IPGs able to iden-
tify parameters that lead to the observed equilibrium solutions. This
inverse IPG corresponds to a bilevel problem which we solve using a
cutting plane approach. Our approach extends prior methods for in-
verse optimization of integer programs to a competitive setting with
(approximate) Nash equilibria. We find that new entrants who base
their location decision on inversely estimated parameters can improve
their profits by up to 9%, compared with new entrants who rely on sta-
tistical averages for customer attraction parameters when making their
location decision.

From Return to Exchange: The Value of an Omnichan-
nel Journey

Somayeh Torkaman, Sarah Gelper, Nevin Mutlu, Tom van
Woensel

This study examines how retailers can convert returns into exchanges
by exploiting their omnichannel capabilities. We do so in the context
of a fast-fashion retailer that runs a traditional store channel along-
side an online channel with pick-up-in-store and return-to-store op-
tions. Using a quasi-experimental approach, we quantify the value of
omnichannel interactions — store interactions for online purchases, and
online interactions for store purchases. Specifically, we study whether
omnichannel interactions make consumers more likely to exchange a
returned product (and keep it), thus generating revenue for the retailer.
We find that a store visit in the return journey of an online purchase
has a positive effect on the exchange probability, keep probability, and
revenue. This effect is particularly strong for return-to-store interac-
tions compared to pick-up-in-store interactions. Notably, we do not
find similar effects of online channel interactions in the return journey
of store purchases, providing evidence of asymmetric channel effects.
Our findings thus underscore the importance of the return-to-store om-
nichannel capability for online shoppers to find the right product and,
consequently, for retailers to turn returns into exchanges.

Cross-border retail co-opetition
Faranak Khooban, Nevin Mutlu, Ton de Kok

Recent widespread adoption of Internet shopping, especially during
and after the COVID-19 pandemic encouraged many retailers to open
or extend their online businesses and offer their products to geo-
graphically distant consumers in other countries; however, delivery
and return are still the most significant challenges for cross-border e-
retailers. This paper investigates a win-win collaboration contracting

mechanism between two competing online retailers in a cross-border
e-commerce setting. A domestic retailer provides logistics service for
the foreign retailer for an agreed service fee. Yet, both retailers will
compete to sell a substitutable product in the same market. We for-
mulate the model as an oligopoly price game with an MNL demand
function and show that there is always a unique Nash equilibrium pair
of prices in a co-opetition setting. In addition, we investigate the im-
pact of the service fee on the market outcomes. The paper results shed
light on retailers’ strategic decisions on co-opetition and provide im-
plications to public policymakers.

4 - Towards a customer-centricity framework for retail op-
erations based on OR/OM Research
Anna Del Zotti, Susana Relvas

Retailers, as actors located at the last leg of the supply chain, cover
a fundamental role for having direct contact with a huge variety of
customers. Extrapolating the right information from customers has
never been as arduous as today due to the digital disruption’s effect
in the retail sector, caused by the integration of e-commerce and the
switch to an omnichannel strategy. Thus, retailers must accept that
traditional retailing is not enough to survive nowadays challenges and
must reinforce it, by improving the experience of customer journey
and/or reducing friction during the purchasing process. According to
the literature, the latter are actions that outline the customer-centric ap-
proach, although how to achieve/support it is not well addressed yet.
Hence, we intend to fill this gap in the literature and to contribute to the
dissemination of customer-centricity’s concept in the interest of those
retailers who still direct their business towards product-centricity. This
work aims to provide a managerial framework for customer-centricity.
To achieve this result, we developed a Systematic Literature Review
of retail operations, by reviewing trends and directions in the use
of OR/OM techniques in retail and how they incorporated customer-
centricity. Finally, we identify several research gaps, and, by address-
ing the study’s limitations, we make suggestions regarding the possi-
bility of incorporating further inputs into OR/OM models towards the
goal of customer-centricity.
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1- Integer programming formulations for the p-median
problem with distance constraints
Nikolaos Ploskas, Kostas Stergiou

The p-median problem is a well-known and studied problem in the field
of facility location. However, the p-median problem with distance con-
straints has received little attention within the vast literature on location
problems in OR and related areas. In this work, we study a variant of
the p-median problem where minimum distance constraints exist both
between the facilities and between the facilities and the demand points.
This problem can be used to model situations where the facilities to be
located are semi-obnoxious, i.e., have both desirable and undesirable
properties. We consider both the problem of locating homogeneous
and the one of locating heterogeneous facilities on the plane so that the
sum of distances between the demand points and their nearest facility is
minimized. Various integer linear programming models are presented
for the p-median problem with distance constraints, coupling classical
formulations of the p-median problem with four formulations of the
distance constraints. We utilize Gurobi Optimizer v9.0.3 in order to
compare these integer linear programming models on a large dataset
of problems.
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An adaptive evolutionary algorithm for congested edge-
based p-median location problem
Mokhtar Essaid

In this study, a dimension-based adaptation strategy is proposed to con-
trol the mutation scale factor of the differential evolution algorithm.
This novel strategy generates a mutation value for each dimension
of every individual from the current population. Precisely, it stores
successful parameters from the search history. Thereafter, using a
weighted Lehmer mean formula, a location parameter is generated for
each dimension and applied as a setting for Cauchy distribution to pro-
duce promising mutation values. This adaptive algorithm is proposed
to tackle a congested edge-based p-median location problem with uni-
formly distributed demands along the network edges. It is assumed
that customers need to wait in a queue to be served after arriving at
facilities. The applied queuing system consists of a single server at
each facility. The idea of distributed demands along with considering
congested systems adds to the complexity of the given problem. Ac-
cordingly, the objective function minimizes the customers’ aggregate
traveling and waiting times. It is worth mentioning that a new mixed-
integer non-linear programming model is developed. Besides, new in-
stances are introduced to test the performance of the proposed adaptive
algorithm. The problem is solved using the introduced adaptive algo-
rithm and compared to a classic differential evolution algorithm. The
empirical results reveal the superiority of the proposal over the static
setting of differential evolution parameters.
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Collaborative response for healthcare resilience im-
provement in disasters
Danuphon Tippong, Sanja Petrovic, Vahid Akbari

The study presents a simulation-based decision support tool for re-
silience improvement during disasters. We collaborate with the health
authorities in Thailand who experienced the disasters to investigate
real-world operations that take place in an emergency medical re-
sponse. We develop a discrete event simulation model that simulates
collaborative care according to the real-world operations of emergency
medical response. In this study, there are three collaborative care
strategies including non-collaborative, semi-collaborative, and collab-
orative care. The model is validated and verified using common prac-
tices and performs well with respect to the available system outputs.
We present an analytical view for resilience improvement using col-
laborative care strategies during Tsunami in Thailand in 2004. The
generic resilience metric presented in the literature is adopted in the
healthcare context. Our analysis yields the managerial insights into
the emergency planning as follows. The collaborative care strategy has
a considerably greater impact on improving the resilience and returns
to the pre-disaster state of the healthcare network quicker than oth-
ers in all defined scenarios. The semi- collaborative care strategy fre-
quently provides the worst resilience in almost all the identified scenar-
ios. However, it provides better resilience than the non-collaborative
care strategy when the number of affected patients is relatively low.

Drone Routing for Post-Disaster Damage Assessment
Under Different Communication Settings
Ecem Yiicesoy, Elvin Coban, Burcu Balcik

w
1

Drones are increasingly used to support post-disaster damage assess-
ment operations and obtain information about the affected areas. Ef-
ficient planning of drone routes is important for emergency response
decisions. Routing decisions for multiple drones are complex since
several factors should be considered in a short period of time, such
as the charging requirements and the possibility of damages in differ-
ent areas. Moreover, after a disaster, the communication infrastructure
may be damaged, which needs to be considered in making assessment
plans. We aim to provide drone routing decisions for damage assess-
ment under different communication settings. We address the differ-
ences between the online setting, where remote communication is pos-
sible and the assessment information can be shared upon the visit, and
the offline setting, where the drones must return to the operation cen-
ter to share the information. We present results that compare different
planning approaches with respect to response time based performance
metrics.

This research was funded by TUBITAK grant no. 121M857.

Optimizing Drone Use in Early Infant Diagnosis of HIV
Supply Chain in Less Developed Countries
Alborz Hassanzadeh, Laurent Alfandari

We analyze the application of drones to help tackle a devastating global
health challenge in less fortunate countries, specifically the early infant
diagnosis of the human immunodeficiency virus supply chain. In Sub-
Saharan Africa, without treatment, over 35% of the infected infants
die before their first birthday and more than half of them perish be-
fore they turn two. Yet such countries experience significant delays
due throughout the testing process to a lack of reliable roads, environ-
mental factors, high maintenance costs, and operational inefficiencies.
Using drones together with proper modeling of this resource-limited
supply chain enables us to tackle this problem and create new opportu-
nities. We first develop a mixed-integer nonlinear program to optimize
the use of drones in such a supply chain, and convert it into a mixed-
integer linear program.

The problem involves selecting each clinic as a point-of-care with ded-
icated testing equipment or assigning it to one of the labs with better
detection performance, and sizing issues about the fleet of drones to
carry the samples from clinics to labs. We also develop a novel ob-
jective function that considers both the equity and the effectiveness of
the operations in such a network. We use queuing theory and state-of-
the-art approximations to measure the total waiting time at labs, clin-
ics, and the turnaround time. Sensitivity analysis is also conducted on
drone budget and dispense of this budget in the network.

Routing multiple work teams to minimize latency in
post-disaster road network restoration
Vahid Akbari, Meraj Ajam, Sibel Salman

After a disaster, often roads are damaged and blocked, hindering ac-
cessibility for relief efforts. It is essential to dispatch work teams to
restore the blocked roads by clearance or repair operations. With the
goal of enabling access between critical locations and providing re-
lief items in the disaster area in shortest time, we propose algorithms
that determine the schedule and routes of multiple work teams. We
minimize the total latency of reaching the critical locations, where the
latency of a location is defined as the time it takes from the start of the
operation until its first visit by one of the work teams. Coordination
among the teams is needed since some blocked edges might be opened
by a certain team and utilized by other teams later. First, we develop an
exact mathematical model that handles the coordination requirement.
After observing the intractability of this formulation, we introduce two
heuristic methods and a lower bounding procedure. In the first method,
we develop a mathematical model based on a multi-level network rep-
resentation that yields solutions with disjoint paths. Given that this
model does not coordinate the teams, we present a matheuristic based
on a cluster-first-route-second approach embedded into a local search
algorithm together with a coordination step to obtain alternative solu-
tions with higher quality and in a shorter time. We test our heuristics on
data sets coming from a real network from the literature and randomly
generated ones.
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1 - Optimal correction of an infeasible system with its ap-
plication in intensity-modulated radiation therapy
Hossein Moosaei, Milan Hladik
A system is infeasible if no solution exists that satisfies all of its equali-
ties and inequalities. As an application of an infeasible system, we can
consider intensity-modulated radiation therapy (IMRT), which gives
rise to systems of linear inequalities, representing the effects of radi-
ation on the irradiated body. These systems are often infeasible. One
of the frequently encountered issues in applied science is how to deal
with infeasible systems. We could argue numerous reasons for the in-
feasibility of a system, including errors in data, errors in modelling,
and many other situations. As remodelling, a problem and finding the
errors of a system might take a remarkable amount of time and ex-
pense, and we might eventually get an infeasible system again, we do
not do so. We, therefore, focus on an optimal correction of the given
system. We want to reach the feasible systems with the least changes
in data. This paper discusses a set of linear inequalities that emerge
from IMRT to be inconsistent. Correcting this infeasible system to a
feasible system by minimal changes in its data will attempt.

2 - On Exact and Inexact Convex Relaxations of Nonconvex
Quadratic Programs
E. Alper Yildirim

A nonconvex quadratic program is an optimization problem in which
one is concerned with minimizing a nonconvex quadratic function over
a polyhedron. Despite the fact that it is an NP-hard problem, quadratic
programs admit various convex relaxations, each of which provides a
lower bound on the optimal value. We propose a unifying framework
on convex relaxations, which allows us to study an implicit convex
underestimator corresponding to each convex relaxation. We identify
several classes of quadratic programs that admit exact convex relax-
ations. We also provide several necessary and sufficient conditions for
an exact convex relaxation.
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1- Econometric Analysis of the Impact of TV Advertising
on Organic Webpage Traffic
Lukas Veverka, Vladimir Holy

Nowadays, when people are surrounded by multiple screens, it is com-
mon that they look for information immediately even when they watch
the TV. This analysis examines whether TV can drive immediate re-
sponses and evaluates the factors influencing their size. Firstly, we
estimate the diurnal as well as the seasonal pattern of the organic web-
page visits with the kernel smoothing method. Then, we utilise the
maximum likelihood method to estimate the increase in website visits
after an ad is aired. Finally, it is possible to evaluate factors affecting its
size. Because of the highly non-linear and unknown dependencies, we
use the random forest method. The results confirm that people interact
with TV and therefore it can boost an immediate interest.
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2 - Eliciting sentiment on information security policies us-
ing deep learning affective computing
Tiny Du Toit, Hennie Kruger, Lynette Drevin

Information security behaviour is integrated into business and has
emerged as a major subject in several research studies. Information
security policies (ISPs) are among the most critical tools for influenc-
ing information security behaviour. These policies are formalised rules
and regulations that govern the protection of information assets. Even
though several ISP and related research exist, many studies identify
ISP non-compliance as a major factor leading to undesired informa-
tion security behaviour. It is worth noting that these studies typically
do not concentrate on users’ or employees’ perceptions of the contents
of the ISPs to which they are required to comply. The usual method of
obtaining user or employee feedback is conducting a survey and solic-
iting their feedback. However, surveys provide particular difficulties in
fake responses and respondent bias, often rendering results unreliable
and worthless. This study presents a deep learning approach to affec-
tive computing for sentiment analysis on facial expressions. The study
aims to address the issue of response bias that might arise during an
opinion survey and provide decision-makers with a tool and method-
ology for evaluating the quality of their ISPs. The suggested affective
computing methodology generated positive results in an experimental
case study. Based on the sentiment provided by facial expressions, the
deep learning model effectively classified positive, negative, and neu-
tral opinions.

3 - Optimal Soccer Squad Selection
Shubhabrata Das, Soudeep Deb

The success of a soccer team depends on various individual skills and
performance of the selected players as well as how cohesively they
perform. This work proposes a two-stage process for selecting opti-
mal playing squad of a soccer team from its pool of available play-
ers. In the first stage, a logistic regression model for the probability
of favourable outcome for the reference team is derived based on dif-
ferent factors that takes into account performance of players of the
team as well as those of the opponent, home game or not, and also ef-
fects of individual players as well as player combinations beyond the
recorded performance of these players. In the second stage, a GRASP-
type meta-heuristic is proposed and implemented for the team selec-
tion which maximises the probability of favourable outcome for the
team. The work is illustrated with English Premiere League data from
2007-2015.
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1- ANN Meta-model based on Simulation for Estimating
Production Rate in an Assembly Manufacturing System
Dug Hee Moon, Ye Rin Seo, Dong Ok Kim, Yang Woo Shin,
Chang Seong Ko

The estimation of performance measures such as production rate or
lead time are the major concern in the phase of manufacturing sys-
tem design, because they are required for solving the optimal design
problems. Generally, two traditional approaches have been used, and
they are mathematical models using stochastic processes, and simula-
tion. However, both methods have the difficulties in developing mod-
els for complex systems and the optimization procedures, respectively.
Therefore, meta-modeling based on simulation results has become as
an alternative. The regression models and the artificial intelligence
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models have been studied as the meta-models. In this study, we in-
troduce an approach for developing artificial neural networks (ANN)
models using supervised learning, which can be applied to the man-
ufacturing system design problems, especially to the assembly lines.
We developed ANN models for reliable serial lines, unreliable serial
lines and assembly lines with unreliable serial sub-lines successively.
In the process of developing ANN models, various activation functions
such as ELU, ReLU, and Sigmoid are compared, and C_Expo which
means the c.d.f of exponential distribution is suggested. In the case of
reliable serial lines, ReLU was better than C_Expo, but C_Expo was
better than other activation functions in unreliable serial line and un-
reliable assembly lines. The ANN models with C_Expo is reasonably
accurate, and they can be used for the optimization problem.

Design of Reconfigurable Cellular Manufacturing Sys-
tems with Alternative Routing
Mehmet Uzunosmanoglu, Veronique Limére, Birger Raa

Cellular Manufacturing Systems (CMSs) have become one of the most
studied topics in the literature and successfully adopted by the indus-
try. These systems allow reduction of production time, set-up efforts,
work-in-process, and an increase in productivity by grouping machines
and products into cells and families, respectively. However, these
systems are struggling to adapt to recent market trends, which have
fluctuating demands and volumes and frequent product introductions.
As a response, a new manufacturing paradigm, Reconfigurable Man-
ufacturing, has been proposed. Reconfigurable Manufacturing Sys-
tems (RMSs) can adjust their capacity and functionality by reconfig-
uring the system and its components on hardware and software levels.
The key components of these RMSs are so-called Reconfigurable Ma-
chine Tools (RMTs) which have a modular structure that provides ma-
chine scalability and convertibility, i.e., they combine different basic
and auxiliary modules providing a variety of functionalities. Merg-
ing CMSs and RMSs results in the concept of Reconfigurable Cellu-
lar Manufacturing Systems (RCMSs). In our work, we propose an
ILP model to solve a multi-period RCMS design problem under con-
sideration of alternative part routings while minimizing inter-cellular
transportation, processing, and (re)configuration costs. The problem
consists of allocating RMTs and their modules to the cells, deciding
part routings, and planning reconfiguration of the RMTs, concurrently.

Minimum-Cost Selective Assembly
Thomas Weber

We consider the minimization of cost for a selective assembly system
for a production output, given two random inputs and a finite number of
matching classes. We determine optimality conditions for the optimal
input portfolio, first using a normal approximation of the multinomial
classification distributions, and second using a tight concave envelope
instead of the exact output objective. The latter yields closed-form ex-
pressions for the optimal factor demands and total costs. A numerical
study tests the practicality of the envelope solution, both as seed for a
numerical solution and as a closed-form approximate solution, which
allows for an analysis of structural properties.

Sustainable inventory policy for items with backlog-
ging and a power demand pattern considering a harmful
gases emission tax

Manuel Gonzalez-De-la-Rosa, Luis A. San-José-Nieto,
Joaquin Sicilia-Rodriguez, Leopoldo Cardenas-Barron

This paper studies a sustainable inventory model for items whose de-
mands follow a time-dependent pattern. The inventory system allows
backordered shortages. In this model sources of harmful gases emis-
sions are considered related to transporting items and stock holding.
The objective is to obtain the best sustainable inventory policy. For
that, we have to maximize the profit per unit time obtained as the dif-
ference between the revenue due to sales and the costs associated with
inventory management and gases emissions. The optimal inventory cy-
cle, the sustainable economic ordering quantity, the optimal initial in-
ventory, and the maximum profit per unit time are deduced. Numerical
examples are introduced to illustrate the theoretical results proposed.
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Analytical analysis of the impact of different corrective
actions on the distribution of the project completion
time

Forough Vaseghi, Annelies Martens, Mario Vanhoucke

Taking corrective actions after evaluating the actual progress of the
project to get the project back on track is one of the most important
aspects of project control. Hence, selecting the most important activ-
ities and most effective actions in the corrective action-taking process
is crucial. In addition, the importance of finding an efficient way to as-
sess the impact of the corrective actions on the activities is inevitable.
Traditionally, two approaches are described in the literature to select
the right activities to take corrective actions on. The first approach
uses CPM to determine the critical activities during project execution
and the second approach uses MC simulation to determine and select
the activities with the highest sensitivity values. In this study, an al-
ternative approach for the corrective action taken process will be in-
vestigated. Corrective actions are modelled based on the changes in
the original activity duration distribution. Further, an analytical ap-
proach to evaluate the impact of these corrective actions on the project
duration distribution is proposed. This approach allows us to assess
the expected impact of corrective actions on the final project outcome
without requiring MC simulation, such that the activities and actions
with the highest expected impact on the final project outcome can be
selected for corrective actions. Moreover, the impact of network topol-
ogy and type of the activity duration distribution on the outcome is
evaluated.

Extensions of the resource-constrained project
scheduling problem with alternative subgraphs
Tom Servranckx, José Coelho, Mario Vanhoucke

The resource-constrained project scheduling problem with alternative
subgraphs (RCPSP-AS) is a well-known problem to include project
flexibility during the scheduling phase. In this problem formulation,
alternative execution modes exist for work packages that consist of a
subset of interconnected activities. As a result, the scheduling problem
is subdivided in a selection and scheduling subproblem that should be
solved in an integrated way. In the basic RCPSP-AS, the number, posi-
tion and relations of the alternative subgraphs is modelled by means of
a set of flexibility parameters. In this research, we extend the RCPSP-
AS in two ways. First, more complex variants of the alternative project
structure are considered such as the selection of multiple alternatives
that are split in different groups as well as caused and closed choices.
Secondly, we consider non-renewable resources with a limited avail-
ability over the complete project horizon such that certain combina-
tions of alternatives are incompatible. These extensions improve the
practical applicability of the RCPSP-AS in various business settings
and industry contexts. In order to measure the impact of the exten-
sions, we conduct computational experiments on a large set of artifi-
cial project instances as well as some case studies. We observe that
combinations of the extensions result in complex alternative project
structures and, consequently, an increased computational complexity
and high numbers of infeasible solutions.

Solution approaches for the Resource-Constrained
Project Scheduling Problem with Alternative subgraphs
Rojin Nekoueian, Tom Servranckx, Mario Vanhoucke

This paper investigates solution approaches for the resource-
constrained project scheduling problem with alternative subgraphs
(RCPSP-AS). The RCPSP-AS is an extension of the resource-
constrained project scheduling problem (RCPSP). From an empirical
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point of view, projects become larger and use more sophisticated tech-
nologies. Due to the ever-increasing complexity of projects, the as-
sumption of deterministic project structures in the RCPSP has been
rendered obsolete. The RCPSP-AS is the problem of scheduling ac-
tivities in work packages that can be executed in different ways. This
problem consists of two subproblems: a selection and a scheduling
subproblem. In the selection subproblem, one alternative amongst a
set of possible alternatives should be selected for each work package
in the project. In the scheduling subproblem, activities of the selected
work packages should be scheduled considering precedence and re-
source relations. In this paper, we examine different methodologies to
generate high-quality solutions for a large dataset of complex RCPSP-
AS instances and then compare the solutions. Due to the complexity of
the RCPSP-AS, we propose priority rules, constructive heuristics and
a genetic algorithm that integrate the selection and scheduling sub-
problem. The comparison of the different approaches can be used to
stimulate the search for best-found solutions and improved solution
approaches in future research.

Multi-skilled workforce formation problems with min-
imised workers or skills: definition and complexity
Jakob Snauwaert, Rob Van Eynde, Mario Vanhoucke

This research focuses on multi-skilled workforce formation problems
in which the objective is to assemble a set of multi-skilled workers that
can execute the skill requirements of a set of predefined jobs. The skill
requirements define a demand for workers per skill type that needs to
be fulfilled by distinct workers that master these skills. Since the skills
of workers have been a recent focal point in the workforce formation
and the scheduling literature, we set out several multi-skill workforce
formation problems that analyse efficient workforces. In this research,
we start off by defining two problems that search for a feasible multi-
skilled workforce with either minimised workers or minimised skills
(i.e. the sum of the skills that the workers master). Furthermore, we
define extensions of these problems in which the workforces are char-
acterised by specific resource or skill restrictions. A set of dedicated
multi-skilled workforce problems tries to find a minimised workforce
that is constrained with a fixed number of available skills per skill type
or a fixed number of mastered skills per resource. A set of restricted
multi-skilled workforce problems restrict the total number of resources
or mastered skills in the workforce. Finally, we prove the complexity
of these problems and show their practical and theoretical relevance.
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A machine learning approach for identifying the best so-
lution heuristic for a large scaled NP-hard problem
Jens Kdrcher, Herbert Meyr

For some NP-hard problems, many different solution heuristics exist,
but they have different solution qualities and computation times de-
pending on the characteristics of the problem instance. The compu-
tation times of the individual solution heuristics increase significantly
with the problem size, so that trying out all available solution heuris-
tics for very large problem instances requires extensive time. There-
fore, it is necessary to develop a method that allows a prediction of
the best solution heuristic for the respective problem instance with-
out testing all available solution heuristics. The Capacitated Lotsizing
Problem (CLSP) is chosen as the problem to be solved, since it is well
researched and several different solution heuristics exist for it. The
CLSP addresses the problem of determining lotsizes on a production

line given limited capacity, product-dependent setup costs, and deter-
ministic, dynamic demand for multiple products. The objective is to
minimize setup and inventory costs. A two-layer neural network is
developed to select the best solution heuristic. It is trained on small
problem instances, which can be solved very fast with the considered
solution heuristics. Nevertheless, the neural network is able to identify
the best solution heuristic even for very large problem instances.

An adaptive MIP-based heuristic for the multi-stage lot-
sizing and supplier selection problem with perishable
inventory

Caio Tomazella, Maristela Santos, Douglas Alem, Raf Jans
This article addresses the multi-stage lot-sizing problem in which the
raw materials needed for production are purchased in the form of a
supplier selection problem. Moreover, inventory is perishable, which
increases the importance of integrating production and purchasing de-
cisions. This problem is found in several types of industries, and, given
the complexity of this problem’s model, the application of heuris-
tic methods are essential for finding cost-efficient solutions. Com-
putational tests have shown that, for large-size instances, determinis-
tic MIP-based heuristics, such as relax-and-fix and fix-and-optimize,
rarely find better solutions than a commercial solver does within a
given time limit. Therefore, we developed a MIP-based heuristic using
the ALNS framework to better explore the problem’s structure and im-
prove our results. The main motivation behind choosing the ALNS as
the basis of our heuristic was twofold: it allowed us to better explore
the structure of the model using a large neighbourhood set; its main
operators are used to avoid an early convergence of the method, which
was an issue found using fix-and-optimize. The results showed that
the proposed heuristic found better solutions than the solver, and that it
benefited from the hybridization with the ALNS framework. We also
present insights on how the heuristic was developed, such as neigh-
bourhood definition and parametrization, and show details of the per-
formance and inner workings of the method.

A Two-Phase Method for Production Planning and Ma-
chine Speed Optimization Problem

Mustafa Kaan Topaloglu, Banu Kabakulak

Textile industry is becoming a highly competitive area with the in-
crease in demand for textile products which are used in various sec-
tors. Since expanding the production capacity is not always feasible
or very costly, optimizing the existing system is more practical and
cost efficient. In particular, we consider a felt production system of
a textile factory operating in Turkey in this study. We aim to min-
imize the production costs by optimizing machine operating speeds
as well as building an efficient production lot sizing plan within the
planning horizon. In this direction, we propose the Lot Sizing and
Machine Speed (LSMS) nonlinear model to determine the optimal
unit processing times and production quantities while minimizing the
work-in-process and end item inventories by changing the machine
operating speeds dynamically according to demands. Since LSMS
nonlinear optimization problem is NP-hard, we design a Two-Phase
heuristic which iteratively processes a linear programming model by
utilizing a commercial solver at each phase. We intensively test our
Two-Phase heuristic via randomly generated demand, planning hori-
zon and machine-hour capacity scenarios. Our computational experi-
ments show that the introduced Two-Phase heuristic can find the local-
optimal results in acceptable amount of time.

New construction heuristic for capacitated lot-sizing
problems

Daryna Dziuba, Christian Almeder

We consider the classical capacitated lot-sizing problem, which is
known to be NP-hard. Several construction heuristics have been pro-
posed in the research literature, but none of them is convincing in terms
of solution quality and generality - meaning that they can be applied
to different variations of the problem. We propose a general 2-step
construction heuristic (2-SCH), which sorts the customer orders in the
first step and iteratively add them to a partial production plan in the
second step. We apply 2-SCH to the single-level capacitated lot-sizing
problem (CLSP) without setup times and with setup times. The aver-
age gap to best solutions found by a MIP-solver can be improved by
more than 0.5% compared to the best available construction heuristic
(ABC heuristic) and brought down to less than 2.5% for CLSP without
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setup times. For CLSP with setup times, 2-SCH improves by around
2% the results of Trigeiro’s simple heuristic and provides an average
gap of 7%. 2-SCH is a flexible heuristic that can be applied to various
problems and provide competitive results with a short computational
time and, therefore, can be easily integrated into practical production
planning software.
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Smart home insurance: collaboration and pricing
Debajyoti Biswas, Sara Rezaee Vessal

Insurers have started to incentivise customers for buying smart home
security products along with home insurance to reduce household haz-
ards. In this paper, we study the discounting decision of the insurer
and pricing and quality decisions of the smart product manufacturer
for offering "smart home insurance" to customers under no-contract,
a Wholesale price contract and a Cost-sharing contract, considering
equal market power (Nash) and a dominant SPM (Stackelberg) sepa-
rately. We consider two different types of promotional offers given by
the insurer to customers for purchasing a smart home product along
with home insurance - discount on insurance only , discount on insur-
ance along with a free smart product. We find that both players can
benefit when the insurer offers a free smart product in the Nash set-
ting whereas both are indifferent to the insurer offering a smart prod-
uct or not in the Stackelberg setting. Comparing contracts, we find
that a Wholesale price contract can be Pareto-efficient compared to no-
contract and a Cost-sharing contract can be Pareto-efficient compared
to a Wholesale-price contract.

Dynamic Pricing and Strategic Retailers: A Multi-

Leader-Follower Approach
Ann-Kathrin Wiertz, Giorgia Oggioni, Alexandra Schwartz,
Gregor Zottl

We consider strategic retail pricing in markets, where retailers buy
commodities at fluctuating wholesale prices and resell them by apply-
ing a dynamic retail tariff, such as real-time pricing (RTP), to final
consumers. These tariffs can reflect wholesale price fluctuations and
might increase market efficiency and retailers’ profits. This is of large
relevance in the light of current efforts to implement dynamic retail
pricing schemes in liberalized energy markets worldwide. We pro-
pose a multi-leader-follower problem to investigate the implications of
strategic retail pricing and compare the impacts of fixed price tariffs
and RTP tariffs on retailers and final consumers. Our analysis tackles
different aspects: first, we formulate the model and provide theoreti-
cal results on its solution for both asymmetric and symmetric retailers.
Second, we develop algorithms, which solve the multi-leader-follower
problem and allow us to characterize the resulting market equilibria.
Third, we conduct a numerical analysis based on illustrative academic
examples as well as real energy market data from the German retail
electricity market. As our results show, RTP on the one hand typically
increases market efficiency, which confirms previous results obtained
without explicit consideration of strategic behavior. On the other hand,
dynamic RTP turns out to significantly reduce equilibrium profits in
case of strategic firms, especially in environments with strongly fluc-
tuating wholesale prices.

3-

Cornflow. A platform for the development, testing and
operation of mathematical models
Guillermo Gonzalez-Santander, Franco Peschiera

The development, study, validation and operation of mathematical
models for the same problem can be a tedious and complicated task
when the developer wants to try an evaluate a higher number of mod-
els. Cornflow is an open-source platform that deals with these compli-
cations by establishing a framework for the structure of the problem,
allowing the efforts to be focused on the development of solving meth-
ods so they can be evaluated, validated and compared with each other
with the as easily as possible, and allowing the deployment of new ver-
sions of models or the deployment of new models by pushing them into
a repository. In this way, the models can be developed more efficiently
and all models can be evaluated under the same conditions and against
the same instances of testing and validation of results, allowing the re-
searcher or developer to focus on the results and robustness of their
solving methods, rather than on the process of deploying and running
the models. Cornflow consists on a set of python packages and a user
interface that allows to exploit the models and the solutions provided
by them. The python packages get divided in the main server logic,
the client library to use from other python programs and a set of tools
libraries that make developing an optimization model in the Cornflow
framework as easy as possible.

A Dynamic Theory of Spatial Externalities
Fausto Gozzi

We characterize the shape of spatial externalities in a continuous time-
space differential game with transboundary pollution. We posit a re-
alistic spatiotemporal law of motion for pollution (diffusion and ad-
vection), and tackle spatiotemporal non-cooperative (and cooperative)
differential games. Precisely, we consider a circle partitioned into
several states where a local authority decides autonomously about its
investment, production and depollution strategies over time knowing
that investment/production generates pollution, and pollution is trans-
boundary. The time horizon is infinite. We allow for a rich set of
geographic heterogeneities across states. We solve analytically the in-
duced non-cooperative differential game and characterize its long-term
spatial distributions. In particular, we prove that there exist a Perfect
Markov Equilibrium, unique among the class of the affine feedbacks.
We further provide with a full exploration of the free riding problem
and the associated border effect. Based on a recent paper with Raouf
Boucekkine, Giorgio Fabbri and Salvatore federico.
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An Analysis of Project Structure and its Impact on
Project Completion Delays

Juan Carlos Gongalves-Dosantos, Fernando Bernstein,
Gregory Decroix

This paper considers a project consisting of multiple activities per-
formed by independent players. Each player has control and discre-
tion over the time required to complete the activity it is responsible for.
Devoting a standard amount of resources to that activity would result
in some base amount of time for completion. However, a player may
divert some resources to outside projects in order to earn additional
revenue leading to inexcusable delays in the activity under the player’s
control. Such delays may or may not cause delays in the overall project
completion time. If an overall project delay results, the project man-
ager incurs a penalty based on the terms of the contract established
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with the customer. We study the allocation of project-level penalties
(arising from inexcusable delays) among project activities, and exam-
ine how this allocation impacts the players’ decision making and the
associated completion time of the project.

Multi-objective Search Game : long-term vs short-term
Florian Delavernhe

In this work, we study a multi-objective formulation of the search allo-
cation game. The search allocation game is the distribution of a search
budget (player 1) over a searched area to detect an escaping target
(player 2). An optimal search has to consider an optimal escape of
the target. In the search theory literature, the classic objective func-
tion is the maximization of the detection probability at the end of the
time horizon. In the present work, we extend this problem and pro-
pose a multi-objective formulation: seeking to produce a solution of-
fering a long-term search and a short-term search. A long-term search
is the classic maximization of the detection probability at the end of
the time horizon whereas a short-term search means a high detection
probability earlier in the time horizon (e.g. before half the time hori-
zon) and it is actually represented by a set of objective functions. The
two aspects were never considered together and therefore we carefully
study two lexicographic solving processes to highlight the differences
between these objectives. Afterwards, we propose an exact solution
method, based on epsilon-constraint, and a matheuristic method based
on a combination of lexicographic and epsilon-constraint. A set of
experiments study the two main aspects of the results, namely compu-
tation time and quality (comparing exact and approached results).

Frictions in International Operations: a Financial Ap-
proach
Haokun Du

International tradings involve selection of payment currency. Due to
foreign capital regulation and insufficient foreign reserves of the gov-
ernment, companies may need to accept payment in less-traded cur-
rencies. These less-traded currencies have higher bid-ask spread in
foreign exchange market. Additionally, lack of free access to the ex-
change market fuels into a larger de facto cost of currency conversion.
We consider such frictions in the paper and seek to answer how to
mitigate the effect. We consider two companies with opposite needs
of currencies. Instead of resorting to centralized financial institution,
we consider the possibility of decentralization, where they negotiate
an exchange between themselves. Two negotiation schemes are con-
sidered. Forward contract is where negotiation happens prior to ran-
domness resolution, while ad-hoc contract after. The forward contract
has a larger potential in increasing companies’ quantity decisions due
to prior commitment. For the ad-hoc contract, quantity decision of
the two companies is a non-cooperative game. The game has either a
unique Nash equilibrium or a continuum of equilibria. A payoff dom-
inance selection rule gives us a unique Nash equilibrium where both
companies have the highest quantity decisions among all the equilibria.
The results above are under general demand distribution. The compar-
ison between the two negotiation schemes under uniform distribution
for analytical tractability is also being discussed.

Cooperative Purchasing with General Discount: Equal
versus Different Price allocations

Ana Meca, Jose A. Garcia-martinez, Gerardo Alexander
Vergara Mesa

Certain purchasing groups do not flourish. A supposed reason for this
is a creeping dissatisfaction among various members of a group with
the allocation of the cooperative costs. In this talk, we focus on coop-
erative purchasing cost models with general and continuous quantity
discounts. Then, we compare the commonly used Equal Price (EP)
method for allocating costs with a new method of Different Prices
(DP). We show that the EP method, although unfair in many situations,
works very well when discounts are linear. However, in situations with
non-linear discounts, the EP method is not acceptable to some agents
(mayor agents). For these situations, we propose a family of Different
Price cost allocations with different prices that are efficient and accept-
able to all agents.
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Heatmap-based Repositioning for Crowdsourced Ride-
Sharing Platforms
Jarmo Haferkamp, Marlin Wolf Ulmer, Jan Fabian Ehmke

Ride-sharing users submit trip requests online, are picked up a short
time afterward, and are driven to their destination while possibly shar-
ing part of their ride. In order to maximize the service availability
and thus revenue, platform providers aim to balance the distribution of
drivers in the city. Ensuring such distribution is particularly challeng-
ing in the case of a crowdsourced fleet, as drivers are free to decide
where to reposition. Thus, providers look for ways to support drivers
in making decentralized, yet well-informed, repositioning decisions.

We propose an intuitive means to support drivers repositioning: oppor-
tunity heatmaps. Creating reliable heatmaps is challenging as showing
heatmaps changes the repositioning of drivers in the system, which in
turn may lead again to imbalances. To address this issue, we propose
an adaptive learning algorithm for designing our heatmaps. In every
iteration, we simulate the system and generate heatmaps based on pre-
viously learned opportunities. We then update the opportunities based
on the simulation’s outcome and use the updated opportunities in the
next iteration. Eventually, the expected opportunities and therefore the
heatmap design policy converges.

We show in a comprehensive case study that carefully designed
heatmaps improve service availability and thus platform revenue, re-
duce earnings volatility among drivers, and lead to a more balanced
distribution of service availability across the city.

Dispatching Electric Vehicles Using Reinforcement
Learning
Giovanni Campuzano, Matteo Brunetti, Martijn Mes

The growth in freight transport greatly impacts intermodal logistics ar-
eas, which are at the core of international freight networks. A promis-
ing solution to increase throughput and reduce congestion, operational
costs, greenhouse gas emissions, is the adoption of electric automated
vehicles (EAVs). By implementing EAV systems, organizations aim
to improve sustainability, flexibility and efficiency for the handling of
goods. To reduce the costs of ownership and improve the utilization
of EAVs, ports and business parks are now looking at EAV systems
shared between multiple logistics companies. We define this new and
challenging setting as the Internal Electric Fleet Dispatching Problem
(IEFDP).

In the IEFDP, the transport of containers is carried out by EAVs while
satisfying due date restrictions. When a job cannot be transported by
an EAV on time, an alternative transport mode is used. The objective
of the IEFDP is to minimize the use of the alternative transport mode
through the decisions regarding the charging of AVs and the assign-
ment of AVs to transport jobs, considering uncertainty in the arrival
and characteristics of transport jobs. To solve the IEFDP, we intro-
duce an MDP formulation and search for an optimal policy using a
value-based RL approach. We compare our RL approach against three
heuristics representing human decision-making. Results show that our
approach outperforms the cost reductions between 5% and 16% com-
pared to the benchmark heuristics.

Optimizing Drone-Assisted Last-Mile Deliveries: The
Vehicle Routing Problem with Flexible Drones
Ilke Bakir, Gizem Ozbaygin
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We study a hybrid delivery system in which (multiple) trucks and (mul-
tiple) drones operate in tandem. In particular, we introduce the vehicle
routing problem with flexible drones (VRPFD), which seeks to find
a set of delivery routes for a fleet of trucks and drones operating in
synchronization, with the goal of minimizing the makespan. We for-
mulate the VRPFD as a mixed integer linear program on a time-space
network, and present an efficient optimization algorithm based on a dy-
namic discretization discovery approach. We demonstrate the benefits
of drone flexibility and the efficiency of the proposed solution approach
through a detailed computational study performed on a newly gener-
ated set of benchmark instances. Our findings suggest that the flexible
use of drones facilitates higher drone utilization and therefore results
in makespan improvements. In clustered geographies, drone flexibil-
ity reduces the makespan by up to 12.12%, with an average of 5.39%.
Our proposed solution approach is able to efficiently solve the VRPFD
instances by making use of an intelligent lower bounding mechanism
while keeping its subproblem small. Computational experiments re-
veal that it is able to reduce the solution time by up to a factor of 6.5
when compared to solving the VRPFD using a commercial solver.

4 - Multi-depot electric vehicle routing with single recharge
Ninja Soeftker, Magdalena E. Doerler, Jan Fabian Ehmke

Over the last years, the driving range of electric vehicles has been in-
creasing, leading to more application areas. In addition to the use of
electric vehicles in inner cities and for typical last-mile purposes, it
is now also possible to apply electric vehicles for transportation pur-
poses between cities. In this presentation, we consider a multi-depot
vehicle routing problem with electric vehicles where each vehicle may
recharge a single time at charging locations as multiple recharging is
deemed unrealistic due to the associated time consumption. Further,
overnight charging is possible at the depots. Different charging tech-
nologies are available at the charging locations that differ in the charg-
ing speed and the associated costs. The proposed MIP model makes
decisions about the vehicle routes from depots to customers and po-
tentially via charging stations. Further, decisions are made about the
used charging technology and the charged energy. We solve instances
inspired by the Austrian topology with an off-the-shelf solver. Further,
we propose a heuristic that decomposes the customer set based on dis-
tances to the depots and then solves the resulting subproblems with a
solver. We present results for both approaches using a time limit and
analyze which approach provides better results in which cases.

m MC-35

Monday, 12:30-14:00 - TO04
Traffic flow

Stream: Transportation
Invited session
Chair: Eloisa Macedo

1 - Traffic congestion modelling: Convex quantile regres-
sion approach
Iaroslav Kriuchkov, Timo Kuosmanen

Traffic congestion causes severe negative effects on economic, envi-
ronmental, and societal wellbeing in the cities around the world. The
classic tool of traffic congestion modeling is the fundamental diagram,
which maps the relationships between the speed, flow, and density
of traffic. However, the empirical estimation of the fundamental di-
agram is conventionally based on rather restrictive parametric specifi-
cations such as parabolic or triangular functions. This study develops
a new approach to estimate the fundamental diagram based on the con-
vex quantile regression. The proposed method is fully nonparametric,
which makes it highly flexible without prior functional form assump-
tions. The use of quantiles allows to introduce to the diagram the vary-
ing levels of efficiency, which depend on external factors. An empirical
application to data from Finnish road network sensors demonstrates the
benefits of the proposed approach.

2-

Differentiable Design of Mileage-based User Fees for
Equitable Benefits
Venktesh Pandey

Mileage-based user fee (MBUF), also referred to as vehicle miles trav-
eled tax, charges a traveler a fixed or a variable rate per mile traveled
on the road. MBUFs are actively being considered as an alternative
to fuel tax across several states in the US. Ongoing pilot programs
and surveys have identified that MBUFs pose transportation fairness
concerns. They are considered fair because all vehicles pay for their
usage of highway infrastructure and the cost burdens on poor travelers
is lower who pay more fuel taxes due to more fuel-inefficient vehicles.
However, MBUFs are also claimed as unfair for travelers who drive
long distances for work and for travelers with fuel-efficient vehicles
who are doing their part to reduce greenhouse gas emissions. In this
research, long-term equity impacts of MBUF rates are investigated ac-
counting for travelers’ route choices. Travelers are grouped using two
criteria: type of vehicle ownership (fuel-efficient or inefficient vehicle)
and the value of travel time (correlated with traveler’s income level).
A multicriteria static traffic equilibrium model is used to quantify the
delay differences across different groups. Using the maximin fairness
principle, the research optimizes the MBUF rates to obtain fair distri-
butions of delays across groups as a function of driver behavior and
vehicle parameters. The model is then extended to design differential
MBUF rates to create fair delay distributions without compromising
system optimality.

Impact of traffic lights and speed control on noise opti-
mization in urban networks

Facundo Storani, Roberta di Pace, Claudio Guarnaccia,
Stefano de Luca

Reducing noise pollution exposure is a crucial issue in cities that im-
pacts health and quality of life. Traffic noise alone is harmful to the
health of almost every third person in the European Region, according
to the World Health Organisation(WHO). As a result, the WHO intro-
duces the Environmental Noise Guidelines for the European Region
to support the policy-making process. It is necessary to develop mo-
bility management policies that directly act on noise exposure. Some
investigations are about the impacts of speed reduction, the dedicated
bus lane, the green wave, the traffic signal optimisation, and demand
management. The paper focuses on developing a framework for on-
line traffic control that combines traffic performances and noise in a
multi-objective optimisation approach. This approach must be inte-
grated with a traffic flow model that captures the effects of a traffic
control strategy on vehicle kinematics and provides the traffic control
strategy with the input necessary for the traffic lights variables design.
Accordingly, a hybrid traffic flow model (combining macro and mi-
croscopic traffic flow representation) has been developed. The whole
framework has been applied to a toy network composed of interact-
ing junctions under three optimisation scenarios that have been com-
pared: a mono-criterion, a multi-criterion, and a combination between
mono-criterion and speed optimisation. Results are encouraging and
highlight the impact of multi-objective optimisation.

Towards a deeper understanding of road safety and pol-
lutant emission hotspots based on a driving behaviour
assessment on a roundabout near a University Campus
Eloisa Macedo, Elisabete Ferreira, Paulo Fernandes,
Margarida Coelho, Jorge Bandeira

As road transport is considered a major contributor to accidents and
environmental pollution, possible emission mitigation and safety im-
provement strategies should be designed and implemented shortly.
Driving behaviour plays a key role in these components and there is
a lack of a comprehensive impacts assessment at intersection level. A
deeper understanding of road safety and pollutant emission hotspots is
crucial for efficient and sustainable road system planning and manage-
ment. In this work, a first attempt is performed taking as a case study
an urban two-lane roundabout near a University Campus in Centro Re-
gion, Portugal, with some congestion at peak hours due to pedestrian
and cyclists crossings at roundabout’s legs. An experimental monitor-
ing with vehicles equipped with onboard diagnostic and GPS devices
was conducted for typical weekdays. Variables under study include
stopping and braking distances, driver’s reaction time, speed, accelera-
tion, vehicle-specific power (VSP), driving volatility-related variables,
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and consequent global and local emissions, estimated using the VSP
methodology. The network was coded in PTV VISSIM microscopic
traffic model, and the hotspot identification is based on the driver be-
haviour impacts assessment and identified for each roundabout seg-
ment, including downstream, upstream and circulating areas. The re-
sults can be valuable for policymakers to support operational and plan-
ning strategies to minimise negative side-effects in the area.
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Robust annual scheduling of medical residents using
prioritized multiple training schedules to combat oper-
ational uncertainty

Sebastian Kraul, Jens Brunner

Medical residents often have to pass through many departments, which
place different requirements on them. They are informed about the
upcoming departments by an annual schedule to keep the individual
departments’ service level as constant as possible. Due to poor plan-
ning and uncertain events, deviations in the schedule can occur. These
deviations affect the service level in the departments as well as the
satisfaction of the residents. This project analyzes the impact of prior-
ities on residents’ annual planning to overcome unknown departmen-
tal changes. We present a novel two-stage formulation that combines
residents’ tactical planning with daily and duty rostering’s operational
level. We determine an analytical bound for the problem that is sig-
nificantly superior to the LP bound. Additionally, we approximate a
bound based on the solution approach. In a computational study, we
analyze the performance of various bounds, our solution approach, and
the effects of additional priorities in residents’ annual planning. We
show that additional priorities can significantly reduce the number of
unknown shifts to be worked. Finally, we derive a practical number of
priorities from the results

Practical Recommendations for Staff Rostering Justi-
fied by Real-World Optimization
Kimmo Nurmi

Staff rostering is a difficult and time-consuming problem that every
company or institution that has employees working on shifts or on ir-
regular working days must solve. The main goal is the performance
of staff on financial efficiency. Other important goals include fairer
workloads and employee satisfaction. Furthermore, the staff rostering
optimization should address the health, safety, and well-being of the
employees. The Finnish Institute of Occupational Health, which op-
erates under the Ministry of Social Affairs and Health, published their
latest recommendations for shift work in 2019. The recommended val-
ues for more than ten individual factors are well justified. However,
problems arise when all these recommendations should be satisfied
together in real-world staff rostering. We show the gap between the
ideal recommendations, theoretical expectations and the everyday re-
ality. We publish our five most important practical recommendations
for shift work that researchers should consider when they implement
staff rostering algorithms. The PEASTP metaheuristic is used for op-
timization test runs.

Workload balancing in hospital wards through opti-
mized patient admission scheduling
Pieter Smet, Greet Vanden Berghe

Ensuring sustainable working conditions for employees plays a crucial
role in their overall engagement and performance. This is especially

important in hospitals, where job performance directly affects the qual-
ity of care provided to patients. In this study we focus on one partic-
ular strategy for improving working conditions in hospitals: balancing
workload. The goal is to balance hospital wards’ workload both spa-
tially (between different wards) and temporally (across different days).
‘We propose an optimization-based approach which determines the ad-
mission date of patients and assigns them to suitable wards. In order to
achieve this, we introduce new equity functions which are capable of
taking into account the multi-period nature of patient admission sched-
ules. Using real-world data, we then analyze the results of a series of
experiments to gain new insights into (i) the effects of using different
equity functions and (ii) the influence of problem properties such as
ward specialization and ward transfers on workload balancing.
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Time-dependent vehicle routing problem of waste col-
lection on the real city network
Dusan Hrabec, Dominik Zdvada, Vlastimir Nevrly

This work deals with the so-called time-dependent vehicle routing
problem applied to the waste collection problem on a real traffic net-
work. A homogeneous fleet of vehicles, where each vehicle can per-
form various trips, has to serve the collection points while considering
one particular type of waste. The time of day is divided into several
time intervals. The objective is to optimize waste collection routes
when considering various time delays during various collection times
(hours). The model is tested on a case study in Zlin (Czech Republic)
with a collection network consisting of 23 containers for the selected
waste type, electrical waste. The preliminary results demonstrate that
waste collection with considering traffic flow information by the time
of day can reduce route time (ca. by 15-24%) depending on the num-
ber of vehicles and the collection starting time. Minimizing total spend
time by waste collection vehicle also reduces costs, emissions from ve-
hicles, and city center traffic in congested hours.

Stochastic time-dependent VRPs with a large number of
random variables.
Stein W. Wallace, Zhaoxia Guo, Michal Kaut

The main focus of this work is to illustrate that it is feasible to solve
stochastic time-dependent VRPs with tens of thousands of random
variables, allowing for large networks and short time steps. We fo-
cus on the function evaluation for a given feasible solution (set of
routes), so that any existing deterministic heuristic can be used to find
the routes. We demonstrate, as an example, that for rather large prob-
lems, a stochastic evaluation takes about 15 times longer than a deter-
ministic one. Le., we need 15 scenarios for an accuracy of about 1%
in a case of 28,000 dependent random variables.

Learned Upper Bounds for the Time-Dependent Travel-
ling Salesman Problem

Tommaso Adamo, Emanuela Guerriero, Gianpaolo Ghiani,
Pierpaolo Greco

Given a graph whose arc traversal times vary over time, the Time-
Dependent Travelling Salesman Problem consists in finding a Hamilto-
nian tour of least total duration covering the vertices of the graph. The
main goal of this work is to define tight upper bounds for this problem
by reusing the information gained when solving instances with similar
features. This is customary in distribution management, where vehi-
cle routes have to be generated over and over again with similar input
data. To this aim, we devise an upper bounding technique based on
the solution of a classical (and simpler) time-independent Asymmetric
Travelling Salesman Problem, where the constant arc costs are suitably
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defined by the combined use of a Linear Program and a mix of unsuper-
vised and supervised Machine Learning techniques. The effectiveness
of this approach has been assessed through a computational campaign
on the real travel time functions of two European cities: Paris and Lon-
don. The overall average gap between our heuristic and the best-known
solutions is about 0.001%. For 31 instances, new best solutions have
been obtained.
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Cost-Effective Evacuation Network Design under Travel
Congestion
Halit Uster

We consider an evacuation network design problem under cost and
travel congestion considerations while incorporating worst-case evac-
uation time for the evacuees. Employing a time-expanded network,
we model for effective and controlled evacuation by determining ac-
tive shelter locations and evacuee routes that can be implemented in
the preparedness stage in response to foreseen extreme events, such
as hurricanes and flooding. Specifically, we propose a mathematical
model that prescribes evacuee routes through the road network to shel-
ter locations under evacuation time constraints by making design de-
cisions on shelter locations and capacities, contraflows, road segments
utilized in evacuation and their capacities. To solve our model, we de-
vise an efficient Benders Decomposition (BD) framework with conver-
gence enhancements for solving large-scale instances while also taking
advantage of specific characteristics of the problem. We design and
implement an experimental study to test our BD technique using data
from Central Texas.

Optimising the budget allocation for food procurement
in the response to natural disasters
Christine Currie, Stephan Onggo, Duc-Cuong Dang

In this talk, we describe a variant of the lot sizing problem that arises
in the context of disaster management. Research to support disaster
management often focuses on large disasters but in some regions, de-
mand arises on a daily basis from small to medium scale disasters. For
example, in Indonesia’s West Java province, on average, there were
more than 4 natural disasters per day between 2016 and 2020. These
are typically described as routine emergencies in the literature; how-
ever, the agencies responsible for disaster management need to deploy
the same types of resource as in disaster operations such as food and
shelter. We consider the problem where a fixed budget has to be allo-
cated efficiently over multiple time periods to procure large quantities
of a staple food that will be stored and later delivered to people af-
fected by disasters and where demand is unknown in advance. In the
presentation, we will describe several approaches to solving the prob-
lem starting from the deterministic model where perfect information
is provided, and moving on to include uncertainties using classical ro-
bust optimisation, risk-minimisation stochastic programming, and ro-
bust optimisation with affine rules. We will describe results of exper-
iments conducted on the data of West Java, Indonesia, demonstrating
how they can be used to determine whether an annual budget is fair
and safe, or when storage peaks are likely to occur.

Optimal Usage of Budget for Stocking Humanitarian Aid
Materials in a Stochastic Dynamic Setting
Onur Kaya, Muge Acar

Governmental or non-governmental organizations (NGOs) purchase
and stock humanitarian aid materials in appropriate quantities with a
limited budget. The budget can either be used before the disaster for
stocking decisions under uncertainty or it can be used after the disaster
to satisfy the required demand at a higher cost when the uncertainty is
resolved. In this study, we aim to decide how to allocate the budget for
pre and post disaster usage. In this system, the budget of NGOs may
also change over time through donations or other incomes. Dynamic
stocking decisions of NGOs are analyzed using dynamic programming
models under budget constraints. Infinite horizon stochastic dynamic
programming models are presented and the results of the dynamic in-
ventory models with and without budget considerations are compared
via numerical analysis. The effects of different parameters on the sys-
tem results are investigated. Detailed numerical studies and results of
the sensitivity analysis show the significance of budget considerations
in inventory decisions.
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Shall we Dance? In search of Collective Intentions in
GDSS facilitated decision making
Ashley Carreras

A persistent theme across many approaches to facilitated group deci-
sion making is that some aspect of collective agreement could be es-
tablished as to current and future actions. This can be at the level of
agreement on the overall objectives of a group or organisation, agree-
ment on goals or it could be agreement on the best set of actions to
achieve the desired collective goals. There is also the need for agree-
ment on undertaking/participating in the facilitated decision making.
Whilst some have pointed to these outputs/outcomes of as the some of
the reasons why participants may gain value from their participation,
the nature of these collective agreements remains underexplored. This
paper seeks to delineate the different types of collective agreements
that may be established using the concept of collective intentions. This
will be done through the examination of workshops which the author
has acted as a facilitator or co-facilitator using Causal Mapping in a
GDSS environment.

From problem formulation to problem structuring and
back
Mike Yearworth

We have carried out an analysis of the OR literature on problem formu-
lation and problem structuring with a view to understanding something
of the breadth with which OR scholars approach problematisation. We
have used Callon’s notion of problematisation as the theoretical basis
for our analysis precisely because it sits outside of OR and provides
some insight into the "abundance of problematisations" facing any ex-
pert engaging with a real-world problem. The results suggest revisiting
the motivations that led to the emergence of Soft OR/PSMs with a view
to (re-)joining-up the thinking around problem formulation and prob-
lem structuring in OR generally.
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Chair: Rudolf Vetschera

1- Managing Grand Challenges - Engaging Stakeholders
through the lens of Problem Structuring Methods and
Behaviour OR
Fran Ackermann
Addressing Grand challenges, such as navigating climate change or
mental health, is increasingly gaining prominence across the globe.
Those researching such challenges argue that progress requires collab-
orative, integrated, and coordinated responses from a wide range of
stakeholders including organisations, governments, communities etc.
Thus, to successfully navigate these challenges approaches need to be
able to engage with stakeholders, both in terms of eliciting a compre-
hensive understanding of the challenge as viewed through the many
lenses (managing the resultant complexity of data), as well attending
to the myriad socio-political considerations. PSMs through their focus
on managing messy, complex, problems are well situated to assist this
endeavour, particularly when coupled with the growing body of work
in the field of BOR. Through drawing on examples from practice, this
keynote will reflect on how management scientists can provide valu-
able contributions to those seeking to address grand challenges.

m MD-02
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EJOR: policy, facts and highlights

Stream: OR Journals
Invited session
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1 - Deep learning in business analytics and operations re-
search: Models, applications and managerial implica-
tions
Mathias Kraus, Stefan Feuerriegel, Asil Oztekin
Business analytics refers to methods and practices that create value
through data for individuals, firms, and organizations. This field is
currently experiencing a radical shift due to the advent of deep learn-
ing: deep neural networks promise improvements in prediction per-
formance as compared to models from traditional machine learning.
However, our research into the existing body of literature reveals a
scarcity of research works utilizing deep learning in our discipline.
Accordingly, the objectives of this overview article are as follows: (1)
we review research on deep learning for business analytics from an
operational point of view. (2) We motivate why researchers and prac-
titioners from business analytics should utilize deep neural networks
and review potential use cases, necessary requirements, and benefits.
(3) We investigate the added value to operations research in different
case studies with real data from entrepreneurial undertakings. All such
cases demonstrate improvements in operational performance over tra-
ditional machine learning and thus direct value gains. (4) We provide
guidelines and implications for researchers, managers and practition-
ers in operations research who want to advance their capabilities for
business analytics with regard to deep learning. (5) Our computational
experiments find that default, out-of-the-box architectures are often
suboptimal and thus highlight the value of customized architectures
by proposing a novel deep-embedded network.
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2 - Mobile parcel lockers in last-mile distribution: Where to
locate them and how to write about it?
Nils Boysen

The aims of this talk are twofold. First, we present our research on mo-
bile parcel lockers and elaborate how operations research can support
future parcel delivery via autonomous locker vehicles that reposition
themselves in the neighborhoods of customers. Since mobile lockers
are just one representative among manifold innovative concepts for fu-
ture transportation, we furthermore present some thoughts what a good
operations research paper on innovative applications should look like.

3 - Policy and facts about the European Journal of Opera-
tional Research (EJOR)
Roman Slowinski, Emanuele Borgonovo, José Fernando
Oliveira, Steffen Rebennack, Ruud Teunter, Mike Yearworth

The session starts with two presentations done by authors of repre-
sentative and highly cited papers published recently in EJOR. They
represent two categories: Innovative Application of OR, and Theory
& Methodology. Some further research developments and practical
implications that followed these publications will be given by their au-
thors. Then, the editors of EJOR will explain their editorial policy and
will give some current characteristics of the journal. They will also
describe their approach to evaluation and selection of articles and will
point out topics of OR that recently raised the highest interest. In the
last part of the session, the editors will answer some general questions
from the audience.

m MD-03

Monday, 14:30-16:00 - C

Dealing with Fairness in Machine Learning
through Mathematical Optimization

Stream: Machine Learning and Mathematical Optimiza-
tion

Invited session

Chair: Kseniia Kurishchenko

1 - Improving the fairness of Generalized Linear Models by
feature shrinkage
Marcela Galvis Restrepo, Dolores Romero Morales, Emilio
Carrizosa

In recent years, supervised classification has been used to support or
even replace human decisions in high-stakes domains such as pre-trial
risk assessment, police stop-and-frisk programs, credit scoring, insur-
ance premiums, and healthcare access. The training of these algo-
rithms uses historical data which might be biased against individuals
with certain sensitive characteristics. The increasing concern over po-
tential biases has motivated lawmakers to pass anti-discrimination laws
which prohibit unfair treatment based on characteristics such as gen-
der or race. In this paper, we propose a methodology that enhances the
trade-off between accuracy and unfairness in classification. We use a
numerical method that shrinks the possible values the predictors can
take guided by a linear combination of the accuracy and the disparate
mistreatment, our measure of unfairness, of the shrunk model. We il-
lustrate the performance of our methodology in terms of accuracy and
unfairness on a collection of real-world datasets.

2 - On a mathematical optimization formulation to trade off
accuracy and fairness in LASSO regression
Thomas Halskov, Dolores Romero Morales, Emilio Carrizosa



EURO 2022 - Espoo MD-04

The use of Machine Learning to aid Data Driven Decision Making is
spreading rapidly and so are the concerns relating to the fairness of
these algorithms. There are well-known examples of discrimination of
sensitive groups, due to e.g. their race or their gender, in algorithmic
decision making. This calls for controlling not only the accuracy but
also the fairness of models. In the literature, this is done by either pre-
processing the data, applying a post processing step to the predictions,
or by constructing a machine learning model that trades offs accuracy
and fairness. In this talk, we follow the latter approach. We propose
to build a LASSO regression model that in addition to minimizing the
loss function, has a direct control on the proportion of observations
with a prediction above a threshold in both the sensitive as well as the
non-sensitive groups. We provide a mathematical optimization formu-
lation to describe the Pareto frontier of this problem, as well as some
theoretical properties of it. We illustrate our approach on a number of
datasets.

3 - An integer optimization-based approach to fair cluster-
ing

Philipp Baumann, Manuel Kammermann

Clustering algorithms are among the most widely-used machine learn-
ing techniques. With the usage of clustering algorithms in application
areas with significant social implications such as college admission, re-
cruitment, or credit approval, the issue of fairness has received consid-
erable attention. Various notions of fairness have been formalized. We
consider the problem of fair clustering as introduced by Chierichetti
et al. (2017), where each object is associated with one of two colors.
A clustering is considered fair if no color is over-represented in any
cluster. We introduce a new center-based clustering approach that as-
signs, in each iteration, the objects to clusters by solving a binary linear
optimization program. The fairness requirement is incorporated with
constraints that ensure that the proportions of the colors in a cluster are
within user-defined bounds. The user can choose between various clus-
tering objectives such as k-center, k-means, k-medians, and k-medoids.
For large instances, we propose a two-step scaling technique that first
generates potentially unfair sub-clusters which are then combined to
form fair clusters. We report results involving synthetic and real-world
data sets that show that our approach either outperforms or is compa-
rable with several state-of-the-art algorithms. An important advantage
of our approach compared to existing algorithms is its flexibility to
incorporate additional constraints into the binary linear optimization
program.

4 - On fair random forests
Kseniia Kurishchenko, Emilio Carrizosa, Dolores Romero
Morales

Ensemble methods are one of the most powerful methods in Machine
Learning. In this paper, we investigate how to make ensemble meth-
ods more flexible to incorporate desirable properties such as fairness.
‘We propose a mathematical formulation to build an ensemble of stump
trees that can control for sparsity, cost-sensitivity, as well as fairness.
We illustrate the proposed models on a variety of canonical datasets.
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1 - Investigating the beneficial impact of the logit leaf
model for credit scoring

Khaoula Idbenjra, Kristof Coussement, Arno De Caigny

Credit scoring plays a vital role in financial risk management that has
been investigated extensively in extant literature. However, most credit
scoring studies rely solely one-fit-all classifiers with logistic regression
(LR) the golden standard. Although the financial legislative require-
ments’ need for interpretability, extant research largely focusses on the
prediction performance as main evaluation criterion. In order to bal-
ance the trade-off between predictive performance and interpretability,
we introduce the Logit Leaf Model (LLM) as a hybrid segmentation-
based model in the credit scoring field. The LLM aims to improve the
predictive power of the logistic regression, as well as to offer deeper in-
sights into the customers’ drivers. Based on an empirical credit scoring
dataset with 65,536 active customers, experimental design benchmarks
the LLM against the LR and other various state-of-the art classification
techniques. Our results show that LLM is an encouraging solution for
credit risk problems, i.e. being able to compete with best performing
approaches while producing deep insights vital for managerial deci-
sions.

Predicting Day-Ahead Stock Returns using Search En-
gine Query Volumes
Christopher Bockel-Rickermann

Data on internet usage exhibits vast amounts of behavioral informa-
tion. This paper aims to answer the question whether this information
can be facilitated to predict future returns of stocks on financial capital
markets. In an empirical analysis it implements gradient boosted de-
cision trees to learn relationships between abnormal returns of stocks
within the S&P 100 index and lagged predictors derived from histori-
cal financial data, as well as search term query volumes on the internet
search engine Google. Models predict the occurrence of day-ahead
stock returns in excess of the index median. On a time frame from
2005 to 2017, the data exhibits valuable information. Evaluated mod-
els have average areas under the receiver operating characteristic be-
tween 54.2% and 56.7%, indicating a classification better than random
guessing. Implementing a simple statistical arbitrage strategy, models
are used to create daily trading portfolios of ten stocks and result in
annual performances of more than 57% before transaction costs. With
ensembles of different data sets topping up the performance ranking,
the results further question the weak form and semi-strong form effi-
ciency of modern financial capital markets.

Predicting Credit Rating Migrations Combining Textual,
Financial, and Market Data

Manon Reusens, Kameswara Korangi, Seppe vanden
Broucke, Christophe Mues, Cristian Bravo, Bart Baesens

In business, one can often benefit from estimating the creditworthiness
of counterparties. Information on the creditworthiness of companies is
contained in credit ratings, which are offered by credit agencies. Even
though their objectivity is sometimes questioned, the ratings still entail
a significant amount of information and are often used as an indicator
of the default risk of the company. One disadvantage of credit ratings
is that they are slow to react. Sources like news give a better indica-
tion of creditworthiness at a given point in time. With this study, we
want to add to the existing literature by combining multiple sources of
financial data and adding text data for predicting migrations in credit
ratings. More specifically, we focus on the following aspects. How can
unstructured text help with the prediction of the credit rating migra-
tion? And what is the added value of using these sources on top of the
financial ones? In our research, we use deep learning models to predict
migrations in credit rating over time. Currently, the models used for
this kind of research are non-deep learning techniques. However be-
cause of the richness of data sources, and variety of data forms, we are
convinced that deep learning might be advantageous to the traditional
methods. As said, we combine data from various sources, mainly from
the following three databases: COMPUSTAT, CRSP, and ProQuest.
The collected data entails information on US mid-cap firms over 10
years (2012-2022).
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Prediction model for the spread of the COVID-19 out-
break in the global environment
Ron Hirschprung, Chen Hajaj

The worldwide COVID-19 pandemic has claimed the lives of over six
million people (as of March 2022) and triggered economic recessions.
Before vaccines were available, the main strategy for fighting spread
of the virus was based on lockdowns, which had a significant nega-
tive impact on the economy. Lockdowns introduce an inherent tradeoff
between the values of life and good economy. To help mitigate this
tension, this study develops a prediction methodology for the spread
of the COVID-19 pandemic. We exploit the fact that this is the first
time in human history that a global pandemic has been accompanied by
an extensive flow of data. Using Data Mining and Machine Learning
tools, we trained a model to predict the spread of disease, expressed by
the number of confirmed cases in a spatial-temporal space. The study
introduces an innovative idea, the Center of Infection Mass (ColM), in-
spired by the center of mass concept in physics. The methodology was
evaluated empirically using real data from western European countries,
and shows that the spread can be predicted with relatively high accu-
racy. Thus, decision-makers could use this prediction model to impose
lockdowns in a more precise manner, thereby reducing financial set-
backs and increasing social welfare. The CoIM is a promising concept
for Data Mining and Machine Learning based prediction models for
pandemics spread between people in close proximity and, with some
modifications, might be adopted to other spread mechanisms.

Repositioning Digital Therapeutics Products by Inte-
grating Biological and Technological Networks
Eunji Jeon, So Young Sohn

Finding new target patients is crucial to increase the market for digi-
tal therapeutics (DTx) products. However, the discovery of new target
disorders of existing DTx products has not been extensively investi-
gated. Utilizing their features, we provide a DTx product repositioning
framework on the basis of the multiplex network. It integrates technical
information of DTx products along with genomic and chemical infor-
mation of disorders. We predict potential links between disorders on
the network to propose a novel target disorder with the highest poten-
tial for each product. For this multiplex link prediction, we compare
the random walk-based graph embedding method to the deep learning
method. The framework is applied to suggest new indications for ex-
isting five psychiatric DTx products. Our framework is expected to
contribute to both the companies and patients related to DTx products.

Toward a Novel Data-Driven Healthcare Decision-

Making with Deep Learning
Lina Siltala-Li, Eeva Vilkkumaa

Massive volumes of constantly collected Electronic Health Records
(EHR) have been used as one of the most important pieces of infor-
mation for decision-making. Despite the exploding volume and infor-
mative data of EHR from the healthcare system, it remains challeng-
ing to apply it directly for clinical research because of its complicated
and heterogeneous data. With the fast development of artificial in-
telligence, there have been studies to tackle the complexity of EHR
with deep learning methods (Shickel et al., 2017; Xiao et al.,2018).
Most existing methods only consider a single objective, such as the
minimisation of cost or maximisation of health outcomes. In real-
ity, however, healthcare decision-making problems must tackle with
trade-offs between multiple objectives, whereby single-attribute meth-
ods may be limited in practical relevance. Moreover, many existing
methods have not estimated uncertainties which are important factors
for healthcare decision-maker. In this study, we propose a data-driven

healthcare decision-making framework augmented with bayesian deep
learning. This framework estimates clinical cost and mortality risk un-
der three different scenarios at a time range of one month to three years
after patients have been diagnosed. Therefore, it could help decision-
maker to optimise treatment paths dynamically. We apply our health-
care decision-making framework in real sleep apnea EHR from Turku
university hospital in Finland.

Mining potential frauds in the health insurance industry
- a case of East Africa
Sajid Siraj, Salome Khvistani

‘We demonstrate the practical use of data mining and unsupervised ma-
chine learning techniques to identify insurance-related frauds in the
healthcare industry. We apply our models to the real data obtained
from our industrial partner in East African Market. Anomaly detec-
tion algorithms are applied to the fraud cases related to over-charging,
over-servicing and over-prescribing. After applying the data prepa-
ration techniques, the data were analysed using three different mod-
els: the inter-quartile method (as a baseline model), the isolation forest
method and the local outlier factor algorithm. Results suggest that the
local outlier factor algorithm performed better than the other two mod-
els. During this process, a set of attributes related to participants and
healthcare providers were found critical in detecting outliers. The de-
veloped system is offered to our industrial partner as a decision support
tool to help them identify potential frauds.
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Operations-time-space network for solving train

scheduling problems in real port systems
Veronica Asta, Luca Abatello

The Port Rail Shunting Scheduling Problem (PRSSP) is a problem
arising in the rail-sea yard where the modal switch between maritime
and rail transportation is performed. The focus is on the trains’ transfer
operations within the port area, between the maritime terminals, and
the railway network [1]. The PRSSP consists in defining the sched-
ule of all activities necessary for transferring trains from the railway
network station to the terminals and vice versa, respecting the time
limits imposed by the railway network schedule and by the ships one,
and the limits due to the finite resources available in the port area.
An operations-time-space network representing the rail station and the
terminals (either the origin or the destination of the trains) and the op-
erations that might be performed on the trains in each zone of the port
is used for modeling the problem [2]. This work describes how it is
possible to use this operations-time-space network to model port areas
characterized by different infrastructures and different capacity con-
straints. Some focus on specificities of real port systems in Italy are
shown. [1] D. Ambrosino, V. Asta, T.G. Crainic. Port Rail Shunt-
ing Scheduling Problem - submitted to Transportation Research Part
E. Technical report CIRRELT 2022-02 [2] Ambrosino, D., Asta, V.
(2021) An innovative operation-time-space network for solving differ-
ent logistic problems with capacity and time constraints. Networks, 78
(3), pp. 350-367.

A reduction technique for the k-Colour Shortest Path
Problem
Davide Donato Russo, Carmine Cerrone
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Over the years were defined many variants of the classic Shortest Path
Problem. The k-Colour Shortest Path Problem (k-CSPP) is one of
those variants. It consists of finding the shortest path on a weighted
edge-coloured graph when the maximum number of colours used in
a feasible solution is fixed apriori. This problem addresses several
real-world applications; in particular, the k-CSPP can model problems
related to network reliability or intermodal logistic. In this work, we
propose an effective reduction technique, namely Graph Reduction Al-
gorithm (GRA), that, starting from a heuristic solution, can remove
more than 90% of the nodes and the edges from the input graph. It is
also proposed the Colour-Constrained Dijkstra Algorithm (CCDA), a
heuristic approach, used in conjunction with our reduction algorithm.
Finally, an exact method, namely RILP, is described. It is based on the
GRA combined with a MILP model. Several tests were performed to
assess the effectiveness of the proposed approaches in terms of solution
quality and computation times.

3- The Generalized Close-Enough Traveling Salesman
Problem
Carmine Cerrone, Claudia Archetti, Andrea Di Placido, Bruce
Golden

This work studies the generalized close enough traveling salesman
problem (GCETSP), a generalization of the close enough traveling
salesman problem (CETSP). The canonical problem contains a set of
targets, each associated with a generally circular area (neighborhood).
In the GCETSP, each target is associated with a set of disks with differ-
ent radii. Having multiple disks around each target allows researchers
to model several real-world applications, in which a higher benefit is
gained by more closely approaching the targets. A prize is assigned
at each disk and is collected if the disk is traversed. For example, in
the application of detecting containers with RFID tags in a port, prizes
may represent the probability of successful RFID reading at a generic
container’s location. The goal is to determine the route that visits ex-
actly one disk per target and the depot and maximizes the difference
between the total collected prize and the route length or cost.We pro-
pose a metaheuristic algorithm, specifically, a genetic algorithm (GA),
to solve this problem. The performance of the genetic algorithm is
evaluated on instances that are generated from benchmark CETSP and
TSP instances. We then compare GA solutions with CETSP solutions
and with solutions obtained through a different approach based on pre-
selecting intersection points with targets’ disks. The results show that
the proposed GA can produce high-quality solutions within a small
amount of computing time.
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1- The relationship between UK government daily brief-
ings and the stock market performance during the
COVID-19 era
Valerio Ficcadenti, Thamila Madji, Gurjeet Dhesi

This paper investigates the link between the UK public mood and
the UK FTSE indexes returns throughout the outbreak of COVID-19.
We infer the UK public mood using sentiment scores attributed to 10
Downing Street Covid-19 daily briefings; the scores are studied jointly
to the stock market outcomes of FTSE All-Share, FTSE 350, FTSE 250
and FTSE 100 indexes. The studied corpus contains 138 daily briefing
statements transcripts delivered between 03 March 2020 and 23 June
2021. They have been collected through a web scraping procedure
and analysed via natural language processing techniques. Namely, af-
ter the data processing phase, the daily polarity and subjectivity are

calculated per each transcript. Furthermore, since multiple speakers
have delivered the speeches during the period, e.g., UK ministers, the
messages’ features have been aggregated to have a view on speaker’s
profiles. Subsequently, a statistical analysis (e.g., correlations analysis,
Granger causality tests) is used to investigate the relationship between
the sentiment of each government briefing and the FTSE indices per-
formances.

Financial interbanking networks resilience under
shocks propagation

Antonio Iovanella, Roy Cerqueti, Matteo Cinelli, Giovanna
Ferraro

The concept of resilience i.e., the ability of a unified structure to absorb
shocks, is of high relevance in the context of network modelling and
analysis, mainly when referred to finance. This paper starts from this
premise and deals with the resilience of a financial inter-banking sys-
tem. At this aim, we firstly introduce a new measure of the resilience of
a network, by taking into full consideration the influence of the topol-
ogy of the network and the weights of its links in the propagation of the
shocks; then, we build several financial weighted networks related to
the inter-banking sector, whose weights are calibrated on high-quality
empirical data; lastly, we compute the resilience measure of the consid-
ered networks. A discussion of the results is provided, by considering
both finance and network theory perspectives.

Volatility and Spillover effects between European En-
ergy and Stock Markets: A Multivariate Approach
Claudiu Botoc, Sorin Gabriel Anton

This paper aims to analyze the multivariate volatility between energy,
foreign exchange, and equities in the European markets. Furthermore,
useful insights for other region (i.e. Asia) can be drawn from our re-
sults given the tide connections in the energy sector. The estimates
for multivariate GARCH models highlight several remarks. First, for
the Brent oil variable shocks to the conditional variance will be highly
persistent, since the sum of the coefficients on the lagged squared er-
ror and lagged conditional variance is very close to unity. Second, the
long-run persistence is rejected for the gas and coal variables and pro-
duces GARCH volatilities with a high vol-of-vol. Third, except for
the coal and exchange rate, the asymmetric effect is significant for all
remaining variables. Fourth, for most of the pairs, the correlation coef-
ficients estimated under the CCC model are significantly positive and
lower than the unconditional correlation. Finally, the log-likelihood
value is slightly superior in DCC model than in the CCC model. Thus,
the energy commodities and equities from Europe could not be consid-
ered simultaneously for portfolio diversification. Our findings are of
interest to investors, policymakers, and academics alike.

On the development of an Adaptative Health Index for a
Hydropower Plant

Felipe Tetsuo Yamada, Fldvia Barbosa, Luis Guimaraes,
Armando Leitdo

This work studies how to optimize maintenance plans in Hydroelec-
tric Power Plants (HPP) under integrating non-dispatchable Renewable
Energy Sources. A unit health index could estimate the impact in the
HPP condition of the selected operating points. Specific KPIs evalu-
ate the degradation process and are included in the decision process to
define the best maintenance policy and a risk analysis evaluation. An
overall weighted health index, aggregating those KPIs, may indicate
the equipment condition. In this work, we propose using Composite
indicators (CIs) to create adaptative weights for aggregating the KPIs.
ClIs have increasingly been accepted as valuable tools for performance
comparisons, benchmarking, and policy analysis. In the absence of re-
liable and consensual information about the weights to be used in the
aggregation stage, it endogenously selects the weights that maximise
the CI score for the unit under assessment. Thus, each unit can be
assessed with its weights, emphasizing good performance indicators.
This index will represent the health status of the entire system and lead
to better system maintenance policies while having the maximum per-
formance, safety, and the minimum possible costs.
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1 - New approach for a Maritime Inventory Routing Problem
Andréa Cynthia Santos, Quoc Khanh Dang, Sebastian Urrutia

In the Maritime Inventory Routing Problem, a set of ships must serve
a set of ports transporting a product from the production ports to con-
sumption ports. Production ports produce at a given rate and consump-
tion ports consume at a given rate. The transportation service must
guarantee that production ports do not exceed its inventory capacity
and consumption ports do not run out of product on a time horizon.
This kind of problems may be considered in a periodic way in which
the obtained solution is repeated for the next time-period while the
production/consumption operations continue. In a simplified setting
with a single production port, a single ship, a constant consumption of
the consumption ports, and considering that the cost of moving a ship
is directly proportional to the load of the ship, we propose the strat-
egy of reversing the route obtained after each visit to the production
port. We show that the proposed approach is better than repeating the
route, for very simple artificial instances and that is almost always bet-
ter for realistic instances. Finally, we propose two mixed integer linear
programming formulations optimizing the routes for each of the ap-
proaches. Computational results show that the proposed approach can
have a big impact on the reduction of the transportation costs.

2 - On the completability problem for latin squares
Reinhardt Euler

The completability of incomplete latin squares can be studied along
two lines: describing special cases that are always completable or car-
acterizing incomplete latin squares that are not completable and mini-
mal with respect to this property. We survey and discuss recent results
for both directions of research.

3 - Generalised 2-Circulant Inequalities for the Max-Cut
Problem
Konstantinos Kaparis, Adam Letchford, Yiannis Mourtos

The max-cut problem is a fundamental combinatorial optimisation
problem, with many applications. Poljak and Turzik found some
facet-defining inequalities for the associated polytope, which we call
2-circulant inequalities. We present a more general family of facet-
defining inequalities, an exact separation algorithm that runs in poly-
nomial time, and some computational results.

4 - Exact methods for tardiness objectives in production
scheduling
Georgios Zois, loannis Avgerinos, Yiannis Mourtos, Stavros
Vatikiotis

Operating under tight deadlines, uncertain release dates and frequent
disruptions in the supply chain is a major challenge for manufacturing.
In this context, production schedules that minimise tardiness objectives
appear far more important than the ones that minimise the makespan
or the total flow time. This is further strengthened by current domi-
nance of "make-to-order’ policies and mass customisation. Indeed, the
related literature is growing substantially. We adopt a fresh look at the
literature on exact approaches examining tardiness under unrelated ma-
chines, sequence-dependent setup times, precedence constraints, job-
splitting (or malleability) and multiple resources constraining job setup
or processing times. Then, we present a mathematical programming
formulation encompassing most of the above features and an initial
experimentation showing its limitations in terms of problem size(s)
solvable to optimality. Specifically, the formulation includes sequence-
dependent setup times, unrelated machines and setup resource con-
straints. We offer a Bender’s approach that can be augmented with
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certain inequalities in order to represent additional problem features or
to strengthen its relaxation. An experimental evaluation of our exact
approach on quite large instances, along with a thorough literature re-
view, shed light and offer motivation for challenging tardiness-related
variants.
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1 - Afast and effective time-space network model for a fully
automated truck and drones delivery system
Lavinia Amorosi, Paolo Dell’Olmo

In this talk we present a novel multi-period mixed integer linear pro-
gramming formulation based on a time-space network for a delivery
problem with a fully automated mothership and a fleet of drones. The
proposed formulation integrates the routing of the mothership and the
scheduling of the drones embedding the charging cycles of drone bat-
teries. The model is tested on a testbed of artificial instances, up to 100
customers, to assess model computational solvability. The model can
be optimally solved, or it gets solutions very close to the optimum in a
short time in most of the cases. In particular, the first feasible solution
found by Cplex solver is always under 1% gap from the optimum with
a computational time comparable with that of heuristic algorithms.

2 - Mathematical approach for Scheduling electric vertical
take-off and landing vehicles at Vertiports
Julidn Alberto Espejo-Diaz, Edgar Alfonso Lizarazo, Jairo R.
Montoya-Torres

Recent advances in electric vertical take-off and landing (eVTOL) ve-
hicles, part of the advanced air mobility (AAM) paradigm, suggest
that these vehicles will soon become an option for passenger and cargo
transportation. Currently, there are multiple initiatives to establish a
market for AAM services. An essential part of the AAM services is
their take-off and landing areas known as vertiports. They are com-
prised of a staging stand area, gates for loading and unloading pas-
sengers and cargo, touchdown and liftoff (TLOF) pads, and common
ground taxi routes or taxiways that connect the previous components.
We propose a Mixed Integer Linear Programming (MILP) model and
a heuristic algorithm for scheduling eVTOL vehicles at the vertiport
infrastructure components. Considering that a vertiport can have mul-
tiple gates or TLOF pads, we modeled the problem as a special case of
the hybrid flow shop scheduling configuration. Apart from the tradi-
tional constraints of this scheduling environment, we included min-
imum separation rules between consecutive aircraft using the same
TLOF pad to avoid aircraft being in the same vertical flight phase
simultaneously. In addition, we considered blocking constraints and
departing and landing time slots. Computational results show that the
MILP model finds optimal solutions with instances of up to 18 aircraft.
For larger instances, the heuristic algorithm provides good results in
terms of solution quality and computational time.

3 - CFLG.jl: an algorithmic toolkit for continuous set cov-
ering on networks
Liding Xu, Mercedes Pelegrin

Covering problems are well-studied in the domain of Operations Re-
search, and, in particular, Location Science. When the location space
is a network, the most frequent assumption is to consider the candi-
date facility locations, the points to be covered, or both, to be discrete
sets. In this talk, we study the set-covering location problem when
both demand points and candidate locations are continuous sets on a
network, and we propose several Mixed-Integer Linear Programming



EURO 2022 - Espoo

MD-11

(MILP) Formulations. CFLG.jl is an open-source software written in
the Julia programming language for the continuous set cover problem,
and these MILP formulations are implemented in CFLG.jl. CFLG.jl
can be extended to model other covering problems on networks, such
as discrete cover problems. We conduct the numerical experiment of
CFLG.jl on several benchmarks and compare the performance of dif-
ferent MILP formulations. The results show that our formulations are
more scalable than the existing formulation.
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ESG rating and tail risk: the role of sustainability in fi-
nancial networks
Francesca Grassetti, Davide Stocco

Sustainable Finance takes due account of environmental, social and
governance (ESG) considerations when making investment decisions
in the financial sector. Sustainable finance, however, is a complex
and evolving topic. In this work, the ESG component of the finan-
cial market is investigated by means of network theory. The relation
between financial tail risk and the ESG rating in the EU equity mar-
ket is analysed to verify the existence of a relationship between ESG
performances and the tail dependence in terms of conditional overlap
probability.

A machine learning model for lapse prediction in life in-
surance contracts
Daniele Marazzina

We use the Random Forest methodology to predict the lapse decision
of life insurance contracts by policyholders. The methodology outper-
forms the logistic model, even if features interactions are considered.
We use global and local interpretability tools to investigate how the
model works. We show that non-economic features (the time passed
from the incipit of the contract and the time to expiry, as well as the
insurance company and its commercial approach) play a significant
effect in determining the lapse decision while economic/financial fea-
tures (except the disposable income growth rate) play a limited effect.
The analysis shows that linear models, such as the logistic model, are
not adequate to capture the heterogeneity of financial decisions.

Quantile Mortality Modelling via Neural Network
Zelda Marino, Stefania Corsaro, Salvatore Scognamiglio

The development of multi-population mortality models is nowadays
a central issue in the management of longevity risk. In last decades,
in most developed countries there has been a significant improvement
in mortality and is natural to think that these changes between differ-
ent countries are correlated. For example, changes in mortality rates
can be a consequence of epidemics and war which can easily cross
national borders. In this context, it is mandatory to have accurate
models to forecast multi-population mortality. The Lee-Carter (LC)
mortality model has been widely used for making future projections
of mortality rates. In [2] the author introduces a neural network ap-
proach for fitting the LC model on multiple populations. In [1] the
author defines the LC quantile model for estimating the conditional
quantiles of the mortality rate. In this work we develop some neu-
ral networks that replicate the structure of the individual LC quantile
model and allow their joint fitting by analysing the mortality data of all
the considered populations simultaneously. We perform our analysis

based on data obtained from the Human Mortality Database. Numeri-
cal results confirm the effectiveness of our approach. [1] Santolino, M.,
The Lee-Carter quantile mortality model, Scandinavian Actuarial Jour-
nal, 2020:7, 2020 [2] Scognamiglio, S. Calibrating the Lee-Carter and
the Poisson Lee-Carter Models Via Neural Networks (May 27, 2021).
Available at SSRN: https://ssrn.com/abstract=3868303

The choice between sustainable and unsustainable in-
vestment projects
Michi Nishihara

This paper develops a real options model regarding a firm’s choice
between sustainable and unsustainable investment projects. The sus-
tainable project requires a high investment cost and yields cash flows
perpetually, while the unsustainable project requires a low investment
cost and yields cash flows till a random time that follows an exponen-
tial distribution. The optimal investment timing and values of sustain-
able and unsustainable projects are analytically derived. With higher
growth rate and volatility of cash flows, as well as lower discount rate,
the firm is more likely to choose the sustainable project. The solu-
tions are also derived in the debt financing case. The optimal leverage
is higher for the unsustainable project than for the sustainable project,
and the access to debt financing increases the firm’s incentive to choose
the unsustainable project.
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Consistent approximations of pairwise comparisons
matrices
Jacek Szybowski

Multiplicative pairwise comparisons matrices can be transformed by a
logarithmic mapping into a linear space and the set of consistent ma-
trices into its subspace. The structure of a Hilbert space is obtained by
using an inner product. Such a space is complete with respect to the
norm corresponding to the inner product. In such a space, we may use
orthogonal projections as a tool to produce a consistent approximation
of a given pairwise comparison matrix. This procedure has been used
by Crawford and Williams in 1985 in a case of the standard norm in-
duced by the Frobenius inner product. The resulting matrix allows to
obtain the priority vector, whose coordinates are geometric means of
elements in each row. We generalize the Geometric Means Method
for other inner products in the space of additive pairwise comparisons
matrices and using the Gram-Schmidt orthogonalization process. This
allows not only to obtain the priority vector but also to express the
approximation matrix as a linear combination of a given basis in the
space of pairwise comparisons matrices.

A model for Expected Pareto Frontiers construction.
Nicolas Fayard, Alexis Tsoukias, David Rios Insua

Decision Problems can be affected by the presence of multiple values
to be considered and multiple scenarios which could occur in the fu-
ture. We consider the case where there is no preferential information
enabling to construct importance parameters for the criteria, but we can
get likelihoods about the different scenarios. From a decision support
perspective a suitable tool would be to present a merge of the Pareto
frontiers holding for each scenario considering their likelihoods. We
present a procedure aiming at solving this problem satisfying a number
of fundamental properties characterising the outcome.

83



MD-12

EURO 2022 - Espoo

3-

Group aggregation and consensus seeking in utility
models incorporating veto related preference struc-
tures

Andrej Bregar

In the individual decision-making setting, multi-attribute utility and
value models have been extended with veto related structures in order
to allow for the principles of constructivism, incomparability and non-
compensation of unsatisfactory preferences. The presented research
aims to develop a procedure that further utilizes this kind of mod-
els in the group decision-making setting. It deals with both common
decision-making problematics of ranking and sorting, where the as-
cending procedure is applied in the latter case to sort alternatives by
comparing their global evaluations to thresholds that define the bound-
aries of adjacent categories. Two approaches are proposed to aggregate
individual preferences into a collective decision. Firstly, the aggrega-
tion of veto and utility evaluations is performed in a direct compen-
satory manner. Secondly, a common consensual solution is approached
iteratively by unifying different individual opinions with regard to the
introduced proximity, agreement and robustness measures, which de-
termine the direction towards which the group is heading. The proce-
dure is evaluated with a simulation study. Convergence of opinions,
ability of guidance and robustness are assessed. With regard to these
factors, utility and value models incorporating discordance related in-
formation are compared to standard multi-criteria models that express
utility/value only, in order to determine whether in some scenarios the
characteristics may improve.

Fixing Inconsistent Saaty’s Matrix using Nonlinear Op-
timization Model
Robert Hlavaty, Helena Brozova

We revisit the famous Saaty’s AHP method, where the data inconsis-
tency issue is often present. Saaty’s pairwise comparison matrix is
considered inconsistent if the transitivity of preferences between crite-
ria is not satisfied to an acceptable level. There are ways of measuring
the level of matrix inconsistency. When the inconsistency reaches over
the critical threshold, it is necessary to make adjustments to the orig-
inal data. This may be impossible because: 1) the decision-maker is
not available anymore for re-evaluation; 2) the decision-maker is not
capable of doing so as it may be hard to recognize the cause of incon-
sistency, especially in larger matrices. There are various ways of fixing
inconsistency in the literature. We propose our own approach, differ-
ent from the existing one, based on a non-linear optimization model.
We suggest changing the original data as little as possible to preserve
most of the original information while reaching an acceptable incon-
sistency level. Our optimization problem is not tractable in the polyno-
mial sense but is still easily solved because the issue is only considered
for small size matrices due to practical reasons.
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The importance of TSO-DSO coordination in the trade-
off between flexibility contracting and distribution net-
work investments

Ellen Beckstedde

Distribution System Operators (DSOs) increasingly use flexibility con-
tracting to manage network peaks instead of expanding their network.
Over the past years, several academics and DSOs examined the trade-
off between flexibility contracting and network investments from the

DSO perspective while neglecting the impact of this trade-off on Trans-
mission System Operators (TSOs). However, the impact on the TSO is
important to consider as flexible resources connected to the distribution
network can be used for the TSO’s congestion management and bal-
ancing services. Therefore, the aim of this paper is (i) to examine the
optimal trade-off between flexibility contracting and distribution net-
work investments from the DSO perspective, (ii) to explore how this
trade-off evolves when the TSO’s costs and social welfare are consid-
ered, and (iii) to analyze the sensitivity of these findings to different
power systems and cost parameters. A bi-level model is constructed
to capture this behavior. The DSO in the upper level decides on the
optimal distribution grid to minimize its network investment and con-
gestion management costs. The market sequence in the lower level
consists of a zonal wholesale market followed by a separate DSO flexi-
bility and TSO balancing market. In this way, policy recommendations
on the optimal trade-off between flexibility contracting and distribu-
tion network investments can be given from the perspective of DSOs,
TSOs, and TSO-DSO coordination.

A bilevel formulation for an electricity network expan-
sion planning problem with a reliability constraint
Xavier Blanchot, Frangois Clautiaux, Aurélien Froger,
Manuel Ruiz

We present in this work a formulation taking into account a reliability
constraint used in long term network expansion studies performed by
the french transmission system operator RTE. These studies aim at an-
alyzing, over a 5 to 30 years horizon, the risk of imbalance on the trans-
mission system, between demand and electricity production. Based on
an integer stochastic linear program with a finite number of scenar-
ios, the objective is to jointly minimize the network investment costs
and the expected operational costs to maintain an adequate balance be-
tween supply and demand in each scenario. The main challenge is that
the cost associated to an unsatisfied demand is not a big-M value, but
rather an economic cost, given as input, estimating the maximum cost
at which it is economically viable to satisfy a demand. This cost may
not be high enough to drive some network investments, which may lead
to a large number of unsatisfied demands in an optimal solution. To al-
leviate this issue, legislation imposes a reliability criterion which trans-
lates into a constraint limiting the expected number of nodes over the
scenarios where an unsatisfied demand occurs. We propose a bilevel
formulation of the problem. Solving with a MIP solver the single-level
reformulation obtained after using the lower level’s KKT conditions is
only applicable to toy instances. For realistic instances, we introduce
a heuristic based on Benders decomposition.

From nuclear to PV and hydro storage. Should we go
all the way?
Juan Esteban Martinez Jaramillo, Busra Gencer, Nina Walker

A growing number of governments are developing strategies to dras-
tically increase green electricity generation, while phasing out nuclear
facilities. However, the uncertainties around the economic conse-
quences of introducing a high share of renewables in the system render
the achievement of such transformation concerning. Renewable en-
ergy sources that are intermittent by nature could cause a significant
hike in electricity prices, due to a mismatch of demand and supply that
increases the need for storage capacity. In this paper, we analyze the
impact of the phase-out of nuclear capacity and its replacement with
photovoltaic (PV) technology on the electricity market equilibrium and
on the function of pumped hydro storage (PHS) facilities. We develop
a System Dynamics model to evaluate different end-states of the sys-
tem and we test the impact of seasonality patterns on the electricity
market equilibrium when PV is introduced. Our findings indicate that
the PV generation leads to a substantial increase in consumer and mar-
ket price. The price hike is due to an increased amount of electricity
being stored by PHS and not consumed directly, as well as a higher
sales price of PHS electricity, as the unsubsidized price of PV electric-
ity is higher than the nuclear. In presence of seasonality, an increase in
PV technology efficiency and lower capital cost are required to make
this technology more attractive.
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Acceleration techniques for adaptive robust optimiza-
tion transmission network expansion planning prob-
lems

Alvaro Garcia-Cerezo, Raquel Garcia-Bertrand, Luis Baringo

The computational burden of two-stage adaptive robust optimization
transmission network expansion planning problems increases when ac-
curately representing the operation of power systems, i.e., when inter-
temporal constraints, operational variabilities, and non-convex opera-
tional constraints are considered in the decision-making model. This
motivates the use of acceleration techniques to avoid computationally
intractable problems. In particular, the robust problem is solved us-
ing the nested column-and-constraint generation algorithm. We pro-
pose applying two novel acceleration techniques to this algorithm. On
the one hand, some of the problems of the solution procedure are re-
laxed by only considering certain cutting planes and including more
constraints if the evolution of the bounds of the algorithm is not appro-
priate. On the other hand, the uncertain variables are initialized to the
solution obtained by using the alternating direction algorithm. Numer-
ical results show that the use of the proposed acceleration techniques
leads to significant reductions in the computational times.
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Polyhedral study of min-up/min-down polytope variants
Cécile Rottner

Consider a time horizon and a set of n possible states for a given sys-
tem. The system must be in exactly one state at a time. We introduce
generalized min-up/min-down constraints : if the system switches to
state i at time t, then it must remain in state i for at least L time pe-
riods. These constraints generalize minimum up and down time con-
straints from the literature (Lee, Leung, Margot. 2004) (Rajan, Takriti.
2005), in the sense that the system has an arbitrary number n of possi-
ble states, instead of only two states (up and down). Generalized min-
up/min-down constraints appear in practical Unit Commitment Prob-
lems, where nuclear and hydro production units have discrete produc-
tion levels. We study the generalized min-up/min-down polytope P.
We also study a variant of P, where we relax min-up/min-down time
constraints into so-called “ no-spike ” constraints. In this case, min-
up/min-down constraints must be respected only when the system state
decreases (resp. increases) after an increase (resp. a decrease). For
both polytopes, we introduce new valid inequalities, and give complete
linear descriptions.

Hypergraph and Strong Valid Inequalities for Boolean
Logical Pattern Generation
Dongwoo Kang, Hong Seo Ryoo

Logical Analysis of Data (henceforth, LAD) is a supervised learn-
ing methodology based on Boolean logic and combinatorial optimiza-
tion. Pattern holds a key to successful data classification via LAD,
and generating a LAD pattern for distinguishing different types of data
has been shown to be equivalent to solving a 0-1 multilinear program
(henceforth, PG). For efficient solution of PG, this paper exploits simi-
larity among data through their combinatorial relation in a hypergraph.
Namely, representing each 0-1 variable as a node in a graph, we first
define a hyperedge for each observation as the set of n nodes such that
the attribute values equal to 0. This results in an n-paritite hypergraph
representation of data under analysis. Next, we examine properties
among a set of hyperedges to discover methods for forging them into

a stronger valid inequality for PG. A set of sufficient (and necessary)
conditions for strong valid inequalities and facet defining inequalities
for the 0-1 PG polytope are presented for a stronger LP relaxation of
PG; thus, for more efficient LAD pattern generation in practice. We
tested our new results in extensive numerical experiments with real-
life classification data from the UCI machine learning repository. In
summary, the new results exhibited superb performance in terms of the
reduction in the root node relaxation gap, when compared to the stan-
dard, ’practically-and-efficacy-proven’ McCormick relaxation method
for 0-1 multilinear functions.

3 - Two Hard Problems In Box-Total Dual Integral Polyhedra
Francesco Pisanu

A rational linear system is totally dual integral (TDI) if for every inte-
ger linear function for which the optimum is finite the associated dual
problem has an integer optimal solution. A TDI system is box-TDI
if adding any rational bounds on the variables preserves its TDIness.
Box-TDI systems are systems that yield strong min-max relations such
as the one involved in the Max Flow-Min Cut Theorem of Ford and
Fulkerson. A polyhedron is box-TDI if it can be described by a box-
TDI system.

Box-total dual integral systems and polyhedra received a lot of atten-
tion from the combinatorial optimization community around the 80’s.
A renewed interest appeared in the last decade and since then many
deep results appeared involving such systems.

In this talk, we study the complexity of some fundamental questions re-
garding box-TDI polyhedra. First, although box-TDI polyhedra have
strong integrality properties, we prove that Integer Programming over
box-TDI polyhedra is NP-complete, that is, finding an integer point
maximizing a linear function over a box-TDI polyhedron is hard. Sec-
ond, we complement the result of Ding, Tan, and Zang who proved
that deciding whether a given system is box-TDI is co-NP-complete:
we prove that recognizing whether a polyhedron is box-TDI is co-NP-
complete. This is a joint work with Patrick Chervet, Roland Grappe,
Mathieu Lacroix, and Roberto Wolfler Calvo.
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1 - Online segment routing optimization considering poly-
hedral demand
Jéréme De Boeck, Bernard Fortz, Stefan Schmid

The Internet is composed of a set of interconnected routers in which
requests are routed along paths defined by routing protocols. Most
intra-domain protocols which route requests along paths defined by
routing protocols rely on shortest path routing (SPR): traffic flowing
from a given source to a given destination will always be routed along
the shortest path. The shortest paths are computed using a link metric
system, in which weights are assigned to links.

Even when metrics are optimized, SPR protocols suffer a number of
draw-backs. In particular, restricting flows to shortest paths limits traf-
fic engineering flexibilities. Furthermore, while a set of shortest paths
may be efficient under certain demands, they may be suboptimal and
lead to high congestion under other demands.

To provide more flexibility Segment Routing (SR) was recently intro-
duced. In a segment routed network, an ingress node may prepend
a header to requests that contain a list of segments with routing in-
structions that are executed on subsequent nodes in the network. The
headers containing routing informations can be dynamically updated
in case a variation in demand occurs.
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We present stochastic and robust frameworks for online SR optimiza-
tion considering a demand polyhedron. This polyhedron is defined by
demands observed on the network. Our approach combines oblivious
routing benefits with the flexibilities of SR. Numerical results compare
our online procedure with existing oblivious SR.

The Hamiltonian p-Median Problem: Polyhedral Results
and Branch-and-Cut Algorithm
Luis Gouveia, Michele Barbato

The Hamiltonian p-median problem is to partition the n vertices of a
graph G into p cycles of minimum total weight. We strengthen an
MILP on edge variables withy two families of inequalities: i) the quasi-
Hamiltonian cycle inequalities which are associated to cycles not span-
ning all nodes. ii) restricted cut constraints whose shores have specific
cardinalities and are valid for the cases n=3p and n=3p+1 We give
facet-defining conditions for subsets of the inequalities above. We de-
velop a branch-and-cut algorithm also enhanced by cost-based inequal-
ities. It compares well to existing algorithms for the HpMP and solves
3 benchmark instances previously unsolved and 16 new LaRGER in-
stances with up to 400 vertices.
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Conceptualization of Human and Artificial Intelligence
Interaction in Supply Chain Planning considering the
Degree of Digitalization

Tim Lauer

Today, digitalization is often in focus. Companies apply novel tech-
nologies such as artificial intelligence, but leave out the human per-
ception. The objective of this industrial study is the conceptualization
of a framework that determine the appropriate human-Al-collaboration
design considering the degree of digitalization, based on complemen-
tary strengths and weaknesses of humans and Al in the environment of
uncertainty, ambiguity and complexity of supply chain planning. The
framework draws on existing research and uses an exploratory case
study for validation.

Long Range Planning in Life Sciences Industry
Prateek Jain, Rishabh Agrawal

Loss of exclusivity(LOE) is a natural milestone in a drug’s lifecycle.
Focused & effective late lifecycle management can preserve meaning-
ful value for the brand. Just as the planning for launch - LOE should be
strategically planned for years in advance & carefully managed. Long
range planning is required that covers purchase or production from
RSM, API, Drug Products & Packaging through a value chain that
includes in-house and external manufacturing sites. The drug mak-
ing (small molecule or biologics) involves a very tightly controlled
approval process that is defined by markets and adds to the dimen-
sions that needs to be considered for taking optimum decision from
thousands of scenarios. Non-optimal network decisions can lead to
more expensive drugs for patients & might also cause unavailability
in markets. A digital twin is developed using Mixed Integer Linear
Programming to guide through the optimal supply plan in the decade
long planning horizon by looking at end- to-end value chain with oper-
ational, financial and strategic constraints. The model provides insight
into the supply strategy at different product stages for multiple markets,
Capex & renewal decisions in contracts, qualifying new suppliers and
Business continuity strategies while minimizing the total COGS under

the domain area of approvals. These form an excellent decision support
for pharmaceutical companies to reduce the cost of drug development
& make drugs more affordable to patients around the world.

3 - Managing intramonthly operations of a liquified natural
gas terminal
Slawomir Pietrasz, Estelle Barranger

Expert in liquified natural gas (LNG), Elengy owns and operates three
terminals in France. To help Elengy handle intramonthly perturba-
tion of terminal operations and offer flexibility to their customers, EN-
GIE Lab CRIGEN has developed a simulator. It analyses the feasi-
bility of unscheduled carrier unloading defined by the unloading vol-
ume, unloading date and a gas emission profile. The software answers
the question: would an additional gas shipment fit in the already es-
tablished monthly programme? If the request is feasible, the shipper
may subscribe this additional unloading. Otherwise, the optimization
model determines a feasible solution closest to the customer’s request
for each characteristic of the shipment. The approach to this multiple
criteria decision problem combines a multi-period linear mathemati-
cal programme with dichotomy. According to the selected strategy,
the mathematical programme computes a feasible solution by relax-
ing either the shipment volume, the level of emissions or the operation
date. The solution must satisfy minimum and maximum technical stor-
age boundaries of the terminal, maximum emission values on GRTgaz
transmission network, wharf availability. Physical emissions of the ter-
minal comply with physical limits of the infrastructure. They can be
anticipated but contractual emissions of other customers must remain
undisturbed. Further developments shall consider the impact on emis-
sion profiles of reloading or cancellation of an operation.
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1 - Home healthcare routing and scheduling with teaming
concerns, synchronization, dynamic time windows and
continuity of care.

Ana Raquel de Aguiar, Tania Ramos, Maria Isabel Gomes

Demographic and social trends have been increasing the demand for
home care services. To fulfill the demand, it is crucial for home care
providing agencies to improve the efficiency of their operational plans.
The home care is provided to patients requiring services that may need
to be performed by one or by two caregivers. This work advances the
literature by considering different teaming schemes, where caregivers
are assigned to teams of either one or two caregivers. Additionally,
teams of one caregiver are allowed to synchronize so that they can
serve a patient whose tasks require two caregivers. To increase the
possibility of patients being served through synchronization a dynamic
time window is introduced, which allows the two single teams to ar-
rive at the patient’s home offset by at predefined amount of time. Daily
continuity of care is also modelled given its relevance in home care set-
tings and its impact on the team schemes. We solve a case-study based
on the data provided by a partner home care provider. To do so we
model the problem as a home healthcare routing and scheduling prob-
lem and propose a MIP formulation for a single-day planning horizon.
The route plans obtained considering different scenarios are compared
with the current situation. In all studied scenarios, all patients’ tasks
were performed with teams needing one less caregiver than in the cur-
rent situation. Moreover, when considering synchronization the tasks
can be done with less two caregivers.
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Determining optimal locations for blood distribution
centers
Merel Wemelstelder, Dick den Hertog, Onno Wisman, Mart P.
Janssen

Blood products are both crucial in many lifesaving hospital interven-
tions, and of a perishable nature. As a result, hospitals need to refill
their stock regularly by ordering products from a blood bank. The
blood bank’s ability to deliver these orders both quickly and cost-
effectively is dependent on the number and location of their distribution
centers (DC).

‘We propose a mixed-integer linear programming approach to find opti-
mal DC locations and allocate hospitals to one DC. The first objective
is to maximize the ’reliability of delivery’, which indicates the per-
centage of hospitals that can be reached within a given time limit. The
second objective is to minimize transportation costs. Both objectives
may also be turned into a constraint, ensuring that the reliability or
transportation cost do not exceed some given value.

In the Netherlands, the blood product stock of 110 hospitals is supplied
from the 7 DCs of Sanquin, the Dutch blood bank. When solving the
model for this case study, we observe that the same reliability of deliv-
ery can be maintained when reducing the number of DCs to 6 or even
to 5, but the transportation costs will increase. This increase should be
compared to the decreasing facility exploitation costs being a result of
less DCs, before implementing the result in practice. The model was
also proven to be robust to changes in ordering data.

Hospital Network Design: A bi-objective two-level hier-
archical stochastic model
Maria Lopes, Daniel Santos, Ana Paula Barbosa-Pévoa

One of the most critical goals in NHS-based countries is ensuring the
efficient provision of healthcare services while balancing costs and ac-
cess. Planning an optimized hospital network is crucial for providing
good quality healthcare since decisions related to the location of the
hospital, demand allocation and installed capacity directly impact the
daily activities of the hospitals and, consequently, the service level of
healthcare provision. This study aims at developing and implement-
ing an optimization model to aid in planning a hospital network within
the scope of an NHS and considering relevant aspects of hospital net-
works. A bi-objective mixed-integer linear programming model is de-
veloped, minimizing two objective functions: the first relates to the
travel time to reach hospitals weighted by demand - accessibility - and
the second relates to the expected operational and investment costs -
efficiency. Uncertainty in demand is incorporated through stochastic
programming, and a hierarchical structure for the network based on
medical services is supported. The model is applied to a case study,
and its results are used to validate the model and assess its perfor-
mance compared with the existing network. Results attained through
the implementation of the epsilon-constraint method demonstrate that
decentralizing care can improve geographical access and reinforce the
need to make a compromise between equity in access to healthcare and
costs.

Ambulance planning under uncertainty in demand and
service time: a two-stage stochastic optimization model
Paulo Abreu, Daniel Santos, Ana Paula Barbosa-Pévoa

Emergency Medical Services (EMS) play a vital role in society, de-
livering pre-hospital medical care and transport activities. In this con-
text, the management of these services has become challenging due to
the growth in demand and the increase in the aging rate. In addition,
the planning of physical and human resources in EMS systems is un-
der uncertainty in demand and service time, since demand forecasts
are subject to a margin of error and interventions have different dura-
tions according to the type of vehicle dispatched and the type of occur-
rence. Recognizing this, an efficient strategic-level resource planning
addressing these uncertainties is paramount to ensure that bases are
located in the right location, and the right amount of each type of vehi-
cle with the required crew is available at those bases. To this end, the
Portuguese EMS case study is explored to develop a new bi-objective
stochastic optimization model considering coverage and costs as ob-
jectives to be optimized and to propose a new data-driven scenario tree
generation method. The stochastic model and its deterministic version

are solved in a multi-objective context, analyzing the trade-off between
coverage and cost. Additionally, the resource planning is analyzed and
compared from three bases, deterministic planning, stochastic plan-
ning, and Portuguese EMS provider planning.
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What’s new in FICO Xpress Solver?
Timo Berthold

We will present the latest developments in the FICO Xpress Solver for
mixed-integer linear and nonlinear problems.

What’s New in Gurobi 9.5
Michael Winkler

We will give an overview of recent enhancements, new feature and
performance improvements in our Gurobi 9.5 release.

Improving the Performance of Simplex-based Algo-
rithms
Philipp Christophel

Simplex-based algorithms are used in many different contexts. On the
one hand, they are an alternative to interior point methods for solv-
ing decision making or planning problems that are modeled as linear
programming problems. On the other hand, they are often part of al-
gorithms to solve other problem classes, such as in the case of mixed
integer programming problems. In this talk, we investigate how to im-
prove the performance of simplex-based algorithms in light of their
many different use cases and demonstrate that rigorous performance
evaluation requires taking these use cases into account.

Recent advances in the Cardinal Optimizer
Gerald Gamrath

We summarize the developments in the Cardinal Optimizer (COPT)
within the last year. The new features include solving capabilities
for additional problem classes like SOCP and convex Q(C)P and sup-
port for the computation of IIS for infeasible problems. Additionally,
we discuss some key techniques that contributed to the drastic per-
formance improvements of our MIP solver and present performance
numbers of the latest COPT 5.0 release for all problem classes.
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An Empirical Risk Minimization Method for solving In-
ventory Problems

Johan Bjerre Bach Clausen, Moritz Fleischmann, Hongyan
Jenny Li

Big data driven operations research has become one of the research
frontiers in operations research. Data driven newsvendor models have
been studied intensively and several ice-breaking studies have been
published recently. However, how to solve constrained stochastic in-
ventory problems with a feature set remains a challenging task and
only a couple of papers are published. In this paper, we propose
a direct Empirical Risk Minimization approach to solve a class of
stochastic programming formulation of inventory problems with mul-
tiple features. We explicitly model how the decision variables are de-
pendent on the feature set and discuss the methodology in the context
of uncapacitated inventory problems. We introduce the methodology
through a simple big data driven inventory problem and also provide
big data driven formulations of two specific problems: the uncapac-
itated stochastic production planning problem and the uncapacitated
two-stage production and distribution problem. In addition, we com-
pare our method and the existing models in literature. The advantages
and disadvantages of different methods are explored. Furthermore, we
conduct experimental (numerical) studies to examine the performance
of the proposed method and to discuss under what conditions a given
methodology should be employed.

A Quasi-extreme Reduction for Interval Transportation
Problems
Elif Garajovd, Miroslav Rada

Various approaches to modeling and solving transportation problems
affected by different sources of uncertainty have been proposed in the
literature. We adopt the approach of interval programming, leading to
the model of an interval transportation problem, in which the available
supply, the customer demand and the transportation costs can be uncer-
tain and independently perturbed within some given lower and upper
bounds.

We consider the task of computing the worst possible optimal value.
The problem was recently proved to be NP-hard for interval transporta-
tion problems, in general. However, for interval problems immune
against the "more-for-less” transportation paradox, it was shown that
the worst optimal value can be found by considering only a specific
subset of instances.

Our talk presents an analogous result that holds for general interval
transportation problems. The result can be utilized to describe an ex-
act method for finding the worst optimal value. We derive a reduction
of the interval problem to the problem of computing optimal values
over a set of quasi-extreme scenarios, in which almost all supplies and
demands (except for one) are set to their respective lower or upper
bounds.

The impact of risk aversion and flexibility on stochastic
and robust lot sizing decisions
Manuel Schlenkrich, Sophie Parragh

This paper presents a computational analysis of stochastic program-
ming and robust optimization for solving the multi-item multi-echelon
capacitated lot-sizing problem under uncertain demand. For decision
makers facing an uncertain production environment the aspects of risk
aversion and flexibility are highly relevant. Minimizing worst case
overall costs usually comes at higher average case costs, but might be
preferable to risk-averse decision makers. Being flexible in produc-
tion by having a short response time to stochastic events might need
additional planning effort, but can lead to significant cost savings dur-
ing operation in many settings. We compare two-stage stochastic pro-
gramming models representing different capabilities of flexibly adjust-
ing production quantities with budget-uncertainty robust optimization
models representing different levels of risk aversion. A Benders de-
composition approach is tailored to the problem, in order to solve large
stochastic models. We investigate the tradeoff between computational
time, average- and worst-case performance on a set of out-of-sample
scenarios and provide managerial insights by analyzing the structure
of the different obtained solutions, such as holding- and backlog costs,
number of setups and average lot size.
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Agents’ self-routing for blended operations to balance
inbound and outbound services
Benjamin Legros

This study aims to evaluate the cost of agents’ self-routing in a ser-
vice system with inbound and outbound customers. We assume that
inbound customers arrive over time depending on the waiting time of-
fered, while outbound customers can be contacted at all times. Fur-
ther, agents are in control of routing decisions and are aware of the
state of the system. Accordingly, they decide whether to serve an in-
bound or outbound customer, or to idle. The system manager seeks
to provide a suitable trade-off between agents’ choice of serving in-
bound and outbound customers by incentivizing their actions through
linear payouts. Hence, there arises a problem of determining the cost
of agents’ self-routing, which can be interpreted as a variant of the
principal-agent problem where the agents’ efforts are directed toward
selecting their routing policy. Through a Markov decision process, we
show that the agents’ optimal policy is a reservation threshold policy
for inbound customers, and express the compensation parameters that
minimize staffing cost. We conclude that motivating idling decisions
through linear payouts incurs high costs. This justifies the current prac-
tice of using automated routing in call centers. Moreover, paying for
idling cannot reduce staffing cost. However, discriminating between
delayed and non-delayed customers in the reward structure presents a
high potential of reducing agents’ pay.

Analysis of Time-dependent Queues Using Machine
Learning

Raik Stolletz, Seyed Mohammad Zenouzzadeh, Siamak
Khayyati

Queueing systems are used for modeling many real world systems, in-
cluding production systems and transportation networks. As many of
them are time-dependent, there is a need for reliable and fast meth-
ods to estimate the first and second moments of their performance
measures. We provide a performance evaluation framework for time-
dependent $M_t/M/1$ queues where transient predictors are called it-
eratively.

In this work, we use machine learning as the transient behavior pre-
dictor of the $M_t/M/1$ queues. Black-box machine learning meth-
ods, such as deep neural networks, can generate prediction functions
that have undesirable properties for the time-dependent behavior of
queues. Therefore, we also propose a transient prediction model based
on the "surrogate model" approach from the interpretable artificial in-
telligence field.

We iteratively connect the set of pretrained transient models to predict
the time-dependent performance measures related to the queue length
of the $M_t/M/1$ queues. These estimates together are used to esti-
mate the distribution of the queue length which is then used for esti-
mation of waiting times.

Appointment-driven queueing systems with non-
punctual customers

Oualid Jouini, Saif Benjaafar, Bingnan Lu, Siqiao Li,
Benjamin Legros
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We consider a single server queueing system where a finite number
of customers arrive over time to receive service. Arrivals are driven by
appointments, with a scheduled appointment time associated with each
customer. However, customers are not necessarily punctual and may
arrive either earlier or later than their scheduled appointment times or
may not show up at all. Arrival times relative to scheduled appoint-
ments are random. Customers are not homogeneous in their punctual-
ity and show up behavior. The time between consecutive appointments
is allowed to vary from customer to customer. Moreover, service times
are assumed to be random with a Gamma-Cox distribution, a class
of phase-type distributions known to be dense in the field of positive
distributions. We develop both exact and approximate approaches for
characterizing the distribution of the number of customers seen by each
arrival. We show how this can be used to obtain the distribution of wait-
ing time for each customer. We prove that the approximation provides
an upper bound for the expected customer waiting time when non-
punctuality is uniformly-distributed. We also examine the impact of
non-punctuality on system performance. In particular, we prove that
non-punctuality deteriorates waiting time performance regardless of
the distribution of non-punctuality. In addition, we illustrate how our
approach can be used to support individualised appointment schedul-
ing.

4 - Customer strategic behavior in a multi-server data cen-
ter with setup time of servers
Hung Q. Nguyen, Tuan Phung-Duc

We study the model of a multi-server data center. Servers can be
switched between ON/OFF states based on the number of customers
present in the system. Furthermore, when a server is turned on, it
takes some time in the setup mode. The system is modeled as a three-
dimensional Markov chain. We recursively derive the expected waiting
time of customers observing a particular system state upon arrival and
study customer behavior in an observable system setting.
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1 - Robustness of efficiency scores in data envelopment
analysis with interval scale data
Akram Dehnokhalaji, Nasim Nasrabadi, Pekka Korhonen,
Banu Lokman, Jyrki Wallenius

In this research, we focus on a robustness analysis of efficiency scores
in the context of Data Envelopment Analysis (DEA) assuming interval
scale data, as defined in A. Dehnokhalaji, P. J. Korhonen, M. Koksalan,
N. Nasrabadi and J. Wallenius, "Efficiency Analysis to incorporate in-
terval scale data", European Journal of Operational Research 207 (2),
2010, pp. 1116-1121, where we developed a MILP model to evalu-
ate the performance of Decision Making Units with inputs and outputs
measured on an interval scale. We investigate our definition of the
interval scale efficiency scores and show our proposed efficiency mea-
sure is well-defined according to Aparicio and Pastor (J. Aparicio and
J. T. Pastor, "A well-defined efficiency measure for dealing with clos-
est targets in DEA", Applied Mathematics and Computation 219 (17),
2013, pp. 9142-9154.). Next, we characterize how robust the interval
scale efficiency scores are with respect to improvements and deteriora-
tions of inputs and outputs. We illustrate our analysis with numerical
examples.

2-

Procedures for large scale DEA applications
Gregory Koronakos, José Dula, Dimitris Despotis

Algorithms and computations are an important part of Data Envel-
opment Analysis (DEA). In 2011 J. Dula introduced the algorithm
"BuildHull" to accelerate computations in DEA for large-scale appli-
cations. Since then, competing with "BuildHull" has motivated new
works. In this study, we analyze and compare BuildHull to a re-
cent contender. Different implementations and measurements of their
computational effort are discussed. We propose the use of machine-
independent operations count for DEA computational studies which, in
conjunction with the traditional running time comparisons, enhances
understanding, analyzing, and comparing the procedures. Counting
operations serves as an excellent analysis tool.

Evaluating efficiencies for big datasets in data envelop-
ment analysis
Terézia Fulova, Maria Trnovska

Many data science techniques for data processing find applications in
other fields of science. In this contribution, we show that algorithms
related to the problem of finding optimal experiment design can be
used in large-scale data envelopment analysis (DEA). To evaluate the
efficiencies of N decision-making units in DEA, one typically solves
N optimization problems, where the variable dimension of each prob-
lem also depends on N. This approach is only suitable for small-sized
datasets. Several methods have been proposed in the DEA literature
to make the efficiency evaluation computationally effective for large
N. The idea behind some of the algorithms is to detect the subset of
efficient units since these generate the technology set. Evaluating ef-
ficiencies of the decision-making units with respect to this subset may
significantly reduce the computational time. In this contribution, we
study and compare several approaches for dealing with big datasets in
DEA, and propose a new one based on finding the minimum volume
enclosing ellipsoid.

The introduction of Data Envelopment Analysis in
Markovian settings. Hybrid models and extensions
Andreas Georgiou, Emmanuel Thanassoulis, George Tsaples,
Eleni-Maria Vretta, Konstantinos Kaparis, Alexandra
Papadopoulou

This presentation discusses the development of a modelling framework
which includes Data Envelopment Analysis blended with Markov
Chains. The Markov process is in fact related to a population struc-
ture that defines mobility through time and the ultimate goal baseline
is to support attainability of a desirable future state. Various control
variables can be used towards this aim, such as, recruitment policies,
transition matrices or starting structures. Radial and additive models
are developed and a slack based measure is introduced to aggregate the
performance of alternative DMUs. In addition, an attempt to expand
the initial model includes the investigation of alternative approaches
with variants on the DMUs or on the time horizon (as in network DEA
models). The paper concludes with a discussion about the advantages
and limitations.

The research work was supported by the Hellenic Foundation for Re-
search and Innovation (H.F.R.1.) under the "First Call for H.ER.I. Re-
search Projects to support Faculty members and Researchers and the
procurement of high-cost research equipment grant" (Project Number:
3154).
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The role of artificial intelligence in sustainable supply
chains
Stefan Walter

In the context of smart supply chains, artificial intelligence (AI) in-
creases quality, flexibility and agility. Thus, industry can adopt adap-
tive strategies, increase its competitiveness by responding quickly to
changing customer demands, and make its processes more robust and
resilient.

At the same time, digital technologies can be introduced in a way that
brings together digital and green concepts, e.g., to meet climate or sus-
tainability commitments. Here, Al can be used to automate according
to the principles of resilience, sustainability and regeneration of diverse
resources.

The EU knowlEdge project has developed an architecture to address
the need for Al solutions in supply chains, combining several top tech-
nologies. These solutions are flexible, reusable, distributed, scalable,
accountable, secure, standardised and collaborative, ensuring the man-
agement of distributed data and facilitating knowledge sharing. The
architecture contributes to increasing resource and energy efficiency
and transparency, incorporates circular economy principles and has a
decisive impact on competitiveness.

Knowledge sharing and learning are central to the cognitive supply
chain. Learning stands for evolution and the ability to adapt to chang-
ing conditions. Such an approach leads to greater decentralisation of
decision-making and to empowerment and autonomy of people. This
will impact both the understanding of management and the resilience
and sustainability in the supply chain.

Evaluation of the energy usage of Ethereum blockchain
network

Ernestas Filatovas, Aleksandr Igumenov, Viktor Medvedev,
Remigijus Paulavi¢ius

Blockchain is one of the most breakthrough technologies which
attracted significant attention from the industry, government, and
academia. The largest blockchain networks, Bitcoin and Ethereum,
currently utilize Proof-Of-Work (PoW) based consensus protocols in
which miners solve computationally expensive and energy-intensive
cryptographic puzzles. Thus, the high energy usage of PoW-based
blockchains raises environmental and sustainable concerns. The devel-
opment of energy consumption estimation methodologies is required to
deal with various issues related to the planning and distribution of elec-
tricity and the environmental situation. Governments could track elec-
tricity consumption and respond dynamically by introducing laws or
decisions to change the environment and overall situation. For exam-
ple, on 14/03/2022 EU rejected a proposal limiting PoW-based cryp-
tos; however, it set draft rules for sustainability. A wide range of ap-
proaches for the Bitcoin network has been proposed. However, despite
the tendentiously growing Ethereum popularity, no approach is pro-
posed to represent the actual energy consumption used for mining in
this network. To address this drawback, we introduce a new methodol-
ogy that more realistically reflects the energy usage utilized by mining
in Ethereum network. We also validate the proposed methodology and
compare it to the existing ones. This research has received funding
from the Research Council of Lithuania (LMTLT), agreement No. S-
MIP-21-53.

Applications of Blockchain Technology in Sustainable
Fashion Supply Chains: Operational Transparency and
Environmental Efforts

Shu Guo, Xuting Sun, Hugo Lam

Motivated by the industrial practices, we explore the information dis-
closure games over the environmental efforts in fashion supply chains.
We consider the case when a fashion retailer is the Stackelberg leader
and orders sustainable fashion products made from environmentally
friendly materials from a manufacturer. To declare the environmental
quality of the fashion product, the fashion retailer can either affix an
eco-label for declaration or adopt the blockchain technology for track-
ing. Meanwhile, given that the environmental quality is unobservable
to the fashion retailer and the consumers, the manufacturer with credi-
bility concerns can have the actual environmental quality of the fashion

product discounted. We discuss how the application of the blockchain
technology influences the information disclosure games. Regarding
the value of blockchain in improving the environmental performance
of the sustainable fashion product, we find that close attention should
be paid to the contracted manufacturer’s credibility level when the con-
sumer’s willingness to pay for the blockchain advertisement level is
relatively low. Besides, applying blockchain for information disclo-
sure can be a better alternative when the fashion retailer and the manu-
facturer are more risk averse or when the market demand is with more
uncertainties. These findings advance the understanding on the appli-
cation of the blockchain technology in sustainable practices in fashion
supply chains.
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A combinatorial auction mechanism to match supply
and demand in manufacturing

Juan De Anton Heredero, David Poza, Félix Villataiez,
Adolfo Lépez-Paredes

In this work we present a market-based allocation mechanism to ad-
dress production allocation problems in distributed manufacturing sys-
tems. This problem involves two types of agents: customers (who re-
quest the production of a number of items) and manufacturers (whose
production capacity is limited). Traditional production allocation sys-
tems present inefficiencies: customers need to devote resources to con-
tacting different manufacturers to determine whether they have the ca-
pacity/possibility to manufacture the required parts and, if so, to nego-
tiate a contract (including price and number of parts supplied). From
a manufacturer’s point of view, producing a combination of items for
different customers may be more cost-effective than producing a very
small number of parts for a single customer. We claim that these inef-
ficiencies can be mitigated by establishing a coordinating mechanism
that considers the characteristics of customers’ requests and the pro-
duction capabilities of manufacturers when determining which manu-
facturer(s) produce(s) the items requested by each customer. To this
end, in this work we propose the design of a combinatorial auction, a
market-based allocation mechanism that has already been successfully
applied in other allocation problems (radio spectrum, airport slots,
etc.). We show that the allocation resulting from the combinatorial auc-
tion drastically improves the overall utility of all the agents involved.

Parametrization of Operating Reserve Demand Curves
in a Scarcity Pricing Mechanism
Jacques Cartuvyels

The rapid integration of renewable generation in power systems has led
to a tension in the electricity market. It has depressed the prices and
exacerbated the "missing money" problem incurred by flexible genera-
tors. The introduction of scarcity pricing through operating reserve de-
mand curves has been proposed to remedy this issue by supplementing
the real-time energy prices with an adder based on the level of reserve
in the system. Our work focuses on the calibration of the operating
reserve demand curves, which is a key design parameter in the imple-
mentation of the mechanism. Our method anchors the calibration to
a closed-loop simulation model and examines specific design criteria
that emerge in a realistic implementation of the mechanism.

Estimating Price Sensitivity via Machine Learning with
Causal Inference
Darius Walczak, Ravi Kumar
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To improve their pricing airlines (and other sellers) have been experi-
menting with dynamically adjusting prices of their products based on
unique product features and other relevant information available at the
time of request. Such functionality usually requires estimates of cus-
tomers’ price-sensitivity based historical sales transaction data. How-
ever, when sales channels are not fully controlled by the firm, access
to good quality loss information is challenging. But, in the absence of
loss information, one can still estimate the price-sensitivity by learning
price-demand relationships (demand response modeling) with aggre-
gated sales for a product in given time period e.g., daily sales. Such
estimation of price-sensitivity parameters via demand response mod-
eling lies in the realm of Causal Inference (and not prediction) and
construction of estimators robust to confounders and model misspeci-
fications remains a challenge. Modern machine learning (ML) despite
its high predictive power, does not easily lend itself to constructing
an interpretable framework for price elasticity estimation. In this talk
we propose a hybrid framework that builds on the synergy between
predictive power of modern Machine Learning (ML) approaches and
interpretable semi-parametric models for robust price-sensitivity esti-
mation. We show performance of our hybrid approach methods via
simulation studies.
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Outsourcing Decision in the Presence of Supplier Copy-
catting
Shobeir Amirnequiee, Hubert Pun, Joe Naoum-Sawaya

Supplier copycatting occurs when a supplier copies the manufacturer’s
product and encroaches on the market with copied product. To ad-
dress this problem, the manufacturers can change their suppliers; while
copycatting suppliers run the risk of encountering repercussions (e.g.,
losing the manufacturer’s future business) if they get caught. Previous
research has not considered the impact of these realities. We propose
a multi-period game-theoretic approach to supplier copycatting. We
investigate a setting with an original manufacturer that outsources the
production of its product in each period to its preferred supplier(s). The
supplier pool is characterized by a supplier of high process quality with
copycatting capabilities, and a supplier of low process quality without
copycatting capabilities. Our results indicate that (a) an increase in
the quality of the copied product can make the manufacturer switch
from outsourcing to the non-copycatting supplier to outsourcing to the
copycatting supplier and, at the same time, improve the manufacturer’s
profits, (b) upon an improvement in the quality of the non-copycatting
supplier, the manufacturer may abandon the non-copycatting supplier
and outsource to the copycatting supplier, and (c) both suppliers can be
worse off from an improvement in process quality. Driven by the man-
ufacturer’s future outsourcing opportunities and the supplier’s future
repercussions, these results have strong implications for the manufac-
turing managers.

Optimal Collection Policies for Returned Products
Nizar Zaarour, Emanuel Melachrinoudis

In 2021, retailers got back, on average, about 16.6% of the total mer-
chandise that customers purchased, accounting for $761 billion U.S.
dollars of lost sales, which is more than twice the amount of the 2019
pre-pandemic year. With a significant increase of online sales dur-
ing pandemic and increasing customer service expectations, a growing
number of firms are leveraging return policies to drive a strategic com-
petitive advantage. This presentation focuses on the development and
comparison of collection models that reduce the firm’s inventory and

transportation costs by leveraging economies of scale and optimizing
the collection period across multiple initial collection points (ICP) be-
fore transshipping the returned products to a centralized return center
(CRC). First, an optimal collection policy for the case of a single prod-
uct and a single ICP is described, which is then extended to the case
with multiple products and a single ICP. Then, determination of the
optimal collection policies for the case of multiple ICPs and a single
product is presented: 1) individual shipment policy, 2) combined ship-
ment policy and 3) hybrid shipment policy. Mathematical models are
developed that express the combined inventory and transportation costs
of all policies in terms of collection periods, and an efficient optimiza-
tion approach is designed to determine the optimal collection period(s).
Finally, the results are presented with an experimental dataset.

Smart Inventory Audit Recommendation for an FMCG
Retailer

Defne Idil Eskiocak, Sinan Vatansever, Buse Mert, Birol
Yiiceoglu, Murat Daghan, Karin Cakan, Isil Oztiirk, Furkan
Oral, Ramiscan Yakar

In FMCG retailing, increasing inventory accuracy has a positive ef-
fect on increasing customer satisfaction and reducing inventory hold-
ing costs as well as shrinkage. Inventory auditing is the most important
tool in determining the problems that can occur in inventory records.
While auditing every product category in each store will improve in-
ventory accuracy, this causes enormous effort and additional costs due
to overtime. An alternative approach is selecting a subset of product
categories for periodic (in this case monthly) auditing. In this study, we
consider a machine learning based approach to determine risky product
categories for each store and create store specific recommendations for
inventory monthly auditing. For this purpose, we aim to identify store-
product category pairs with a high risk of inventory inaccuracy, which
corresponds to the difference between physical and recorded inventory.
We build a classification model with and create various attributes re-
lated to shipments, sales, customer returns, and past inventory adjust-
ments. The created features are tested using various machine learn-
ing algorithms and the algorithm with the best results is selected. We
present our computational results as well as the results of the real life
experiment.

Store-Wide Space Planning Balancing Impulse and
Convenience
Bacel Maddah, Fouad Ben Abdelaziz, Tulay Flamand

We develop a store-wide shelf space planning framework that balances
impulse buying and shopping convenience via a bi-objective nonlinear
integer program, similar in structure to a quadratic assignment. The
model parameters are estimated based on real data collected from a
large supermarket in the Normandy region, France. We propose a
linearization scheme and utilize it to exploit the efficient frontier of
Pareto-optimal solutions via the epsilon-constraint method. Our results
indicate that the supermarket management can significantly increase
their revenue from impulse buying, while not burdening the customer
with the inconvenience of extensive walking and search. For exam-
ple, one well-balanced layout increases impulse profit by 82% and de-
creases walking by 11% with respect to the current store layout.
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Using Cross-Impact Statements to Estimate Scenario
Probabilities
Juho Roponen, Ahti Salo

Cross-impact methods are widely employed to build scenarios that are
defined as combinations of outcomes for several uncertainty factors. In
all these methods, cross-impact statements indicate how a given out-
come for one uncertainty factor affects the outcome of another factor.
Yet they are different in terms of the scales that are employed to elicit
the statements; the probabilistic interpretation of such statements; and
the number of scenarios that are generated. We present a computation-
ally efficient method that admits cross-impact statements and derives
corresponding probabilities for all possible scenarios (i.e., combina-
tions of outcomes for uncertainty factors). Specifically, our method
(i) admits many kinds of probability statements (incl. marginals, con-
ditionals), (ii) guides the process of expert statement elicitation, and
(iii) can be readily interfaced with other probabilistic methods. We
also show how scenario probabilities can be used to construct graph-
ical models such as Bayesian networks and influence diagrams. This
makes it possible to benefit from cross-impact elicitation in many kinds
of analyses. We also present a case study in which cross-impacts were
used to characterize possible future impacts of 3D-printing on the spare
part logistics of Finnish Defense Forces. The quantitative results in-
clude, among others, the scenarios and their probabilities as well as
the Bayesian network which helps visualize cross-impacts and sup-
ports what-if analyses, too.

A simulation framework for safe and efficient ice navi-
gation

Ketki Kulkarni, Fang Li, Pentti Kujala, Mashrura Musharraf,
Cong Liu

Navigation in ice-covered seas presents multiple challenges due to the
uncertainty of ice formation and limited icebreaking capabilities of
vessels. Icebreakers can assist when needed but they are a limited re-
source that need to be shared, while ensuring safety and efficiency.
Decision-making involves monitoring several parameters at both op-
erational and system level, including multiple stochastic parameters.
This work presents an integration of ice characteristics, operational
level details of ships, and system level details such as traffic flows and
icebreaker scheduling through a simulation framework. At the core
is a discrete-event simulation model that mimics winter traffic flows
in varying ice conditions obtained through meteorological data. Ice-
breaker movement and coordination, along with convoys and towing
arrangements are modelled in detail. These functionalities are param-
eterized, and users can vary convoy sizes, speed limits and ice condi-
tions to study their impacts on system level traffic. Numerical simu-
lation techniques together with analytical approaches are employed at
operational level to describe ship performance under various operation
scenarios. These estimates are validated by case studies involving the
entire winter navigation system, comparing the tool performance with
the real-world data. This work brings in the novel combination of using
ship-level research as an input in deriving vessel speeds for modelling
traffic flows for system-level optimization.

Road traffic estimation and algorithmic routing in a spa-
tially dependent network
Rens Kamphuis, Michel Mandjes, Paulo Serra

This work concerns optimizing routing in a road traffic network with
spatial dependence. Many studies aim to a priori identify a route that
optimizes the expected travel time or on-time arrival probability. That
is, an optimal path is determined, and it is assumed that this exact
route will be traversed. However, as a consequence of the spatial de-
pendence, new information about the travel time distribution of the
remainder of the route becomes available as a driver travels across the
network toward their destination. By exploiting this information, an
algorithm is able to sequentially adjust the recommended route in or-
der to realize gains such as a shorter expected travel time or a higher
on-time arrival probability. Another limitation of many studies, is that
the joint distribution of travel times on the network is assumed to be
known. In reality, however, this distribution has to be estimated. Any
estimate contains uncertainty, and when this uncertainty can be quan-
tified, one may also want to take the uncertainty of these estimates into
account as a form of incorporating risk aversion into the cost/loss. We

aim to resolve both issues by developing a consistent estimator for both
the mean and the covariance of the travel times, and we use these esti-
mates to create an algorithmic based routing policy. We conclude with
numerical experiments that demonstrate the validity of this procedure.

Approximate Dynamic Programming for Dynamic
and Stochastic Resource Constrained Multi-Project
Scheduling Problems

Christopher Kirkbride, Peter Jacko, Ugur Satic

We consider a dynamic and stochastic resource constrained multi-
project scheduling problem, which allows for both random arrival of
projects and stochastic task durations. Completion of projects gener-
ates rewards, which are reduced by a tardiness cost in the case of late
completion. Multiple types of resources are available, and projects
consume different amounts of these resources when under processing.
The problem is modelled as an infinite-horizon discrete-time Markov
decision process and seeks to maximise the expected discounted long-
run profit. We introduce an approximate dynamic programming al-
gorithm (ADP) with a linear approximation model. This model uses
project elements that are easily accessible by a decision-maker with the
model coeflicients obtained offline via a combination of Monte Carlo
simulation and least squares estimation method. Our numerical study
examines the performance ADP approach in comparison to alternative
approaches in the literature and highlights where its use can be benefi-
cial to the scheduler.
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Towards Universal Health Coverage: Strengthening
healthcare supply chain resilience to mitigate the im-
pact of infectious disease outbreaks

Caspar Hoeyng, Maria Besiou, Timna Eckschmidt

We investigate the resilience of public healthcare supply chains to in-
fectious disease outbreaks, and explore the effectiveness of different
preparedness strategies using a system dynamics approach. Goal 3 of
the UN Sustainable Development Goals targets good health and well-
being for all, encompassing Universal Health Coverage and prepared-
ness for infectious disease outbreaks. During infectious disease out-
breaks, health supply chains are oftentimes a bottleneck in the provi-
sion of healthcare; health supply chains are oftentimes not resilient to
the stress induced by infectious disease outbreaks. Our model evalu-
ates the resilience of health supply chains looking at two dimensions:
the response capabilities towards the infectious disease outbreak and
routine healthcare continuity throughout the outbreak. This approach
allows comparing preparedness investments holistically, not only with
the immediate disease outbreak, but also healthcare continuity in mind.
First results show the benefits of using system dynamics as a decision-
making tool for epidemic preparedness and response decisions.

Preparedness in Humanitarian Supply Chains - Explor-
ing the Benefits of Investments in Different Operational
Settings

Tina Wakolbinger, Jonas Stumpf, Maria Besiou
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Investing in supply chain preparedness is considered a powerful trig-
ger to improve the operational performance of humanitarian actors. To
build strong business cases and further enhance preparedness efforts,
more evidence on the actual impact of investments in the humanitarian
space is needed. Here, the operational realities of humanitarian actors
in the form of different organizational settings should be taken into ac-
count. Using system dynamics methodology and building on five case
studies, we model the humanitarian supply chain from the perspective
of a centralized setting with strong capacities at global hubs, a de-
centralized setting with strong presence in the countries, and a hybrid
setting with response capacities at global as well as country levels. We
find that the decentralized setting is less costly for low-value items and
generates more local social impact than the centralized and hybrid set-
tings. With respect to response time in medium to large scale disasters,
the centralized and hybrid settings perform better than the decentral-
ized settings. Our results show that decentralized settings have the
largest improvement potential across all performance metrics. How-
ever, the models also demonstrate that decentralized settings are most
vulnerable to major shocks such as the COVID19 pandemic.

Saving and improving lives in the short and long run
Jonas Stumpf, Maria Besiou, Tina Wakolbinger

Whilst logistics and supply chain management are increasingly con-
sidered as backbone and lifeline for humanitarian operations, there is
little evidence on the actual share and structure of supply chain related
expenses. Through an extensive cost analysis on 19 relief operations
we find that almost three-fourth of total humanitarian response cost
are in the supply chain. Based on these new insights we discuss the
tremendous potential lying in the supply chain, in particular in the con-
text of sourcing and procurement, to tackle the ever-growing funding
gap. In the second step of our study, we investigate to what extent the
humanitarian supply chain can impact operational excellence of relief
programs as well as longer term development efforts. We conduct a
literature review to identify research that connects both fields and to
trigger a discussion on future research agendas, ultimately providing
new, adequate and more impactful solutions for a rapidly changing
sector.
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1 - New efficient ADMM algorithm for the Unit Commitment

Marjan van den Akker
Junxiang Wang
Junxiang Wang
Junxiang Wang
Junxiang Wang
Junxiang Wang
Junxiang Wang
Junxiang Wang
Junxiang Wang
Junxiang Wang
Junxiang Wang
Junxiang Wang

Problem

Rogier Wuijts, Marjan van den Akker, Machteld van den

Broek

ADMM is guaranteed to find an optimal solution. However, because
UC is non-convex additional steps need to be taken in order to ensure
convergence to a feasible solution of high quality. We introduce a new
and efficient way to heuristically solve the UC with ADMM. We relax
the supply-demand balance constraint and solve the previously men-
tioned problem of non-convexity by iteratively increasing a penalty
coeflicient until we eventually force convergence and feasibility. Our
algorithm has a low computation time due to our efficient algorithm for
the single UC subproblem that we developed in earlier work and our
newly created algorithm to solve the transmission subproblems. Com-
putational experiments on a large set of UC instances demonstrated
that our algorithm produces high-quality solutions. The computation
time seems to grow almost linearly with the size of the time horizon.
For the case with quadratic cost it is significantly faster than solving the
problem by a state-of-the-art MIL(Q)P formulation. For linear cost, it
is competitive and starts to outperform the MILP approach for long
time horizons.

Interior point methods applied to optimal power flow
with uncertain demand
Aurelio Oliveira, Demacio Costa de Oliveira

The optimal power flow problem can be employed to economic dis-
patch, reliability analysis of power generation and transmission, safety
analysis and short-term generation programming among other power
systems models. The decisions made in the energy sector depend on
uncertain parameters present in short and long-term planning. Thus,
in order to investigate whether it is relevant to consider the uncertain
demand in such problems, we develop an approximation for the dis-
tribution function and, consequently, approximations for the expected
value of the second stage problem. In addition, we proposed a two-
stage quadratic stochastic programming with fixed recourse model for
the optimal power flow problem with uncertain demand. We apply a
specially tailored path-following interior point method to solve the pro-
posed model. The considered sources of active power generation are
hydroelectric and thermal power plants. The numerical experiments
are applied to IEEE30, IEEE118 and Brazilian regional and national
systems. The results indicate that it would be worthwhile to consider
the stochastic solution for this problem.

Identification of benefical Expansion Measures in Cou-
pled Power and Gas Transmission Systems
Raphaél Houben

Today’s energy system is faced with the necessity for increased energy
transport and storage capacities resulting from the integration of inter-
mittent renewable energy sources. An expedient interconnection and
customized expansion of the existing power and gas systems presents
an economically and environmentally favorable approach to meet these
requirements. This publication therefore aims to present a procedure to
determine beneficial expansion measures in a coupled power and gas
energy system. It is based on injection shift keys as well as duals and
reduced costs being the result of an optimized dispatch of the existing
power and gas system. Within the procedure, offshore connection lo-
cations, the installation of electricity or gas storages, the expansion of
lines or transformers and the installation of new or the conversion of
existing gas pipelines are degrees of freedom either in the power or in
the gas system. Interconnecting elements in the form of gas-to-power
- or power-to-gas plants can be added to the coupled system. The pub-
lication concludes with a benchmark of the presented approach to an
integer optimization showing that the procedure allows to identify rea-
sonable expansion measures.
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The unit commitment problem (UC) is an optimization problem about
the operation of electrical generators. Many algorithms have been
proposed for the UC and in recent years a more decentralized ap-
proach, by solving the UC with alternating direction method of multi-
pliers (ADMM), has been successfully applied. For convex problems

Data Science and Analytics Applications 2

Stream: Data science and Analytics (contributed)
Contributed session
Chair: Lotte van Hezewijk

93



MD-29

EURO 2022 - Espoo

1-

94

Multi-Echelon Inventory Optimization using Deep Rein-
forcement Learning
Lotte van Hezewijk, Kevin Geevers, Martijn Mes

We study the applicability of a deep reinforcement learning approach
to three different multi-echelon inventory systems, with the objective
of minimizing the holding and backorder costs. We conduct an exten-
sive literature review to map the current applications of reinforcement
learning in multi-echelon inventory systems. We apply our deep rein-
forcement learning method to three cases with different network struc-
tures (linear, divergent and general structures). The linear and diver-
gent cases are derived from literature, while the general structure case
is based on a real-life manufacturer. We apply the Proximal Policy Op-
timization (PPO) algorithm, with a continuous action space. We show
that the PPO solution outperforms the benchmark solution with 16.4%
for the linear case, 8.3% for the divergent case, and 17.5% for the
general case. Nevertheless, for large problem instances in the general
case, the PPO algorithm is not stable, and we explain the limitations
and avenues for future research.

Bayesian Learning in Maintenance Optimization for Mul-
tiple Single-Component Systems under Population Het-
erogeneity

Ipek Dursun, Alp Akcay, Geert-Jan van Houtum

We consider multiple single-component systems with a finite lifespan.
The lifespan consists of multiple periods of equal length. Each compo-
nent fails randomly. A component can be replaced preventively at the
beginning of each period or correctively upon failure. We assume there
are two types of populations for the components (i.e. weak and strong)
and a component always comes from the same population. The type
of population is unknown but an initial belief is available and it is up-
dated in a Bayesian way with the data pooled from multiple machines.
‘We build a partially observable Markov decision process model to find
the optimal maintenance policy where the objective is to minimize the
total cost throughout the total lifespan of the system. We study how
the optimal expected total costs behave as a function of different in-
put parameters. We generate insights on the effect of data pooling by
comparing optimal policy with single system policies with and without
data pooling.

Prescriptive Supply Stability Optimization in Production
Planning in a Case Study of the Semiconductor Industry
Tim Lauer

The semiconductor industry having experienced a strong growth in the
last years owes the role as a key segment of the global manufacturing
sector due to its wide product portfolio.. A common approach to tackle
those challenges is to incorporate and update current information in
the production plan by a rolling horizon planning approach. On the
downside, plan instability occurs as the deviation between two con-
secutive plans. Besides traditional, model-based solutions to reduce
plan instability, a recent machine learning approach exists to predict
plan stability. However, the prediction does not give any advice to the
decision-maker how to act for optimal stability values. Therefore, this
paper takes a step forward and applies prescriptive analytics to plan sta-
bility. The technique supports data-driven decision-making by linking
optimization to prediction and is the most advanced field in the three-
stage model of business analytics. Moreover, it helps to overcome the
challenge of decision-making under large amounts of data that humans
cannot process. The concept enables the decision-maker to determine
quantitative values for input features of the production planning, in or-
der to achieve optimal stability values. Based on the manufacturer’s
data and planning systems, a detailed numerical analysis is conducted.

On Peer Group Situations and Related Games under
Fuzzy Uncertainty

Ismail Ozcan, Sirma Zeynep Alparslan Gok,
Gerhard-Wilhelm Weber

In many economic and Operations Research situations the social con-
figuration of the organizations influences the potential possibilities of
all groups of agents. An important group for an agent consists of the
leader, the agent itself and all the intermediate agents that exist in the

given hierarchy, which we call a peer group. In this study, peer group
situations under fuzzy uncertainty are studied and related games are
modeled. In the sequel some game theoretical solution concepts are
given. Finally, an application related with an auction situation is stud-
ied.
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Temperature-based trajectory planning for surfaces in
Wire-Arc Additive Manufacturing
Johannes Schmidt, Armin Fiigenschuh, Johannes Buhl

In the process of Wire-Arc Additive Manufacturing (WAAM), the de-
sired workpiece is split up into slices and built up layer-by-layer. The
welding head can move freely over the clamped substrate plate to de-
posit droplets of metal wire, molten by an electrical arc or a laser. Also,
transfer moves without welding are possible. The main issue about
this manufacturing technique is the temperature distribution within the
workpiece since the large thermal gradients caused by the welding pro-
cess can cause thermal stress, leading to strain or even cracks. Espe-
cially for filled surface structures consisting of many weld beads, this
must be taken into account. Thus, careful planning of the welding
trajectory is essential for high-quality workpieces. We consider the
trajectory planning problem of finding an optimal welding trajectory
for a given two-dimensional layer. It is formulated as a mixed-integer
linear problem (MILP) searching the welding path with the most ho-
mogeneous temperature distribution during the manufacturing process.
The heat conduction, the weld source, and the heat exchange with the
environment are incorporated into the model using a two-dimensional
finite element method. All MILP instances are solved to global op-
timality using a linear programming based branch-and-cut approach,
offered by standard solvers such as Cplex. For several standard sur-
face shapes, the computed optimal trajectory is compared to commonly
used strategies like raster, zigzag or spiral paths.

A novel decomposition-based method for solving
general-product structure assemble-to-order systems
Mohsen Elhafsi, Jianxin Fang, Essia Hamouda

Assemble-to-order (ATO) strategies are common to many industries.
Despite their popularity, ATO sys- tems remain challenging to ana-
lyze. We consider a general-product structure ATO problem modeled
as an infinite horizon Markov decision process. As the optimal policy
of such a system is computationally intractable, we develop a heuristic
policy that is based on a decomposition of the original system, into a
series of two-component ATO subsystems. We show that our decom-
position heuristic policy (DHP) possesses many properties similar to
those encountered in special-product structure ATO systems. Exten-
sive numerical experiments show that the DHP is very efficient. In
particular, we show that the DHP requires less than 0.00001 the time
required to obtain the optimal policy, with an average percentage cost
gap less than 4% for systems with up to 5 components and 6 products.
We also show that the DHP outperforms the state aggregation heuris-
tic of Nadar et al. (2018), in terms of cost and computational effort.
We further develop an information relaxation-based lower bound on
the performance of the optimal policy. We show that such a bound is
very efficient with an average percentage gap not exceeding 0.5% for
systems with up to 5 components and 6 products. Using this lower
bound, we further show that the average suboptimality gap of the DHP
is within 9% for two special-product structure ATO systems, with up
to 9 components and 10 products.
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3 - Timing intermittent demand with time-varying order-up-
to levels
Dennis Prak, Patricia Rogetzer

Current intermittent demand inventory control models assume that the
demand interval is memoryless: the probability of observing a positive
demand does not depend on the time since the last demand occurred.
Contrarily, several forecasting contributions suggest that demand inter-
vals contain more distributional information. We find that the data of
the M5 forecasting competition confirms this. Therefore, we propose
an inventory control model that explicitly uses the full distributions
of the demand sizes and intervals and thereby acknowledges that the
probability of a demand occurrence may vary throughout the interval.
To exploit this information, we also allow for time-varying order-up-to
levels that flexibly adjust inventories according to the dynamic require-
ments. We derive the long-run average holding costs, non-stockout
probability, order fill rate, and volume fill rate. Inspired by an anal-
ogy with multi-item inventory control models, we propose a greedy
marginal-analysis heuristic to optimize the order-up-to levels, which
we benchmark against the optimal solution on theoretical instances. In
a simulation study on the M5 competition data we demonstrate this
method’s improved on-target service performance compared to that of
traditional solutions. We furthermore show that target service levels
can be achieved at significantly lower costs with time-varying than
with fixed order-up-to levels.

4 - Real-time optimization for a Digital Twin of a robotic cell
with human operators
Andrea Brocchi, Teresa Albini, Marco Pranzo, Gianluca
Murgia

Digital Twins (DTs) can support the simulation and optimisation of op-
erations, but the presence of human operators may hinder their adop-
tion. Differently from machines, humans are characterized by nonde-
terministic behaviours, thus requiring that constant monitoring of the
manufacturing system is accompanied by the development of real-time
simulation and optimization algorithms. This paper presents the DT
of a manufacturing cell for Printed Circuit Boards (PCBs). A human
operator oversees the management of the defective PCBs and the re-
plenishment of the necessary materials for the cell but may also carry
out some tasks otherwise performed by a robotic arm. The cell is au-
tonomously optimized by a real time optimization algorithm adapting
to the behaviour of the human operator. This algorithm suggests, with-
out enforcing, the desired next moves for the human operator. Specif-
ically, we developed a simulation-optimization algorithm based on the
Approximate Dynamic Programming framework, which evaluates the
set of available moves by simulating the behaviour of two independent
agents (i.e., the robotic arm and the human operator) and selects the
most promising moves for both these agents. Through an extensive
experimental campaign, we show how the productivity of the cell is
scarcely affected by human behaviours. These results may enrich the
literature on DTs with human operators and provide useful insights to
firms interested in the implementation of robotic cells based on DTs.

m MD-30

Monday, 14:30-16:00 - M237
Extensions of Machine Scheduling

Stream: Project Management and Scheduling
Invited session
Chair: Stéphane Dauzere-Peres

1 - Anarchy in the UJ
Dirk Briskorn, Stefan Waldherr

We consider the distributed scheduling problem on parallel machines
with the central objective of maximizing the number of on-time jobs.
Jobs are self-interested utility-maximizers that can choose the ma-
chines they are processed on in order to reduce their own completion

time or tardiness. Each machine processes the jobs according to a lo-
cal policy. We discuss Nash equilibria in the resulting schedules and
perform a thorough analysis of the resulting (absolute) prices of anar-
chy for various parallel machine environments, utilities of the agents,
and local policies of the machines. We show that local policies that are
based on simple sorting-based procedures like SPT and EDD lead to
big losses in welfare compared to the global optimum. However, when
employing Moore-Hodgson’s algorithm as a local policy, we can prove
a price of anarchy of $(2m-1)/m$ for uniform machines and a price of
anarchy of $2$ for related and unrelated parallel machines. Moreover,
we show how these results can be used to prove approximation ratios
for greedy scheduling algorithms.

Aggregation techniques for scheduling on parallel ma-
chines in semiconductor manufacturing

Jérémy Berthier, Stéphane Dauzere-Peres, Claude Yugma,
Alexandre Lima

Semiconductor manufacturing includes the most complex manufactur-
ing processes. Scheduling problems to be addressed at the operational
level involve a rich set of constraints and criteria, in particular in com-
plex production areas such as the photolithography one. The schedul-
ing problem in this area consists in scheduling a set of jobs on a set
of parallel photolithography machines. Each job requires an additional
movable resource, called reticle. This problem is addressed through
an ILP model using a time-indexed formulation, which turns out to be
intractable for large instances.

To improve the resolution efficiency of the ILP by a standard solver,
we propose to reduce the problem size using two aggregation meth-
ods motivated by the specificities of the problem : 1. A method that
batches multiple jobs using the same reticle to create a single job ; 2. A
method that increases the time granularity by considering longer time
steps.

Numerical results on industrial instances are conducted using the ILP
in order to compare the performances of the two aggregation methods.
Promising results are obtained in terms of time saving and gap to the
optimal solution. Those methods can be used to speed up the multi-
objective aspect of the problem in a context of real-time optimization.

Maximizing the service level for classical criteria in the
flexible job-shop scheduling problem

Mario Flores Gomez, Stéphane Dauzere-Peres, Valeria
Borodin

This presentation extends a first solution approach proposed to max-
imize the makespan service level in the flexible job-shop scheduling
problem with stochastic processing times. The makespan service level
is the probability that the completion date of all jobs is smaller than
or equal to a given time threshold. The first approach relies on a Tabu
Search procedure and a Monte-Carlo sampling approximation. In this
talk, we investigate the design of a more efficient solution approach that
considers both the generation and reduction of scenarios representing
the random variables. Then, service levels on other classical schedul-
ing criteria are discussed, in particular those related to the due dates of
jobs. The results of computational experiments are also analyzed.

Multi-resource balancing - a case of a German kitchen
manufacturer
Sina Glaeser

We address a multi-resource balancing-problem at a German kitchen
manufacturer who produces kitchen furniture at two production facili-
ties. Both plants can produce the same products and are currently oper-
ating at almost full capacity. The customised cabinets of a kitchen are
manufactured in parallel and aggregated just in sequence for loading
into trucks immediately after production. A smooth flow of materials is
essential to ensure on-time completion and loading of a whole kitchen.
Nowadays, changing customer tastes drive customisation. No longer
only cabinets in different colours but also, e.g. cabinets with and with-
out handles or integrated recessed handles are manufactured. These in-
dividualisations have meant multiple individual production processes.
Ensuring a smooth material flow is therefore becoming more challeng-
ing and an increased amount of capacity restrictions in the production
processes have to be taken into account. The current planning method
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has reached its limits. We consider shifting of orders between the pro-
duction plants or to later production periods to solve the resource bal-
ancing problem. An integer programming model with a multi-criteria
objective function as well as a set of constraints are presented. We
propose a software based solution approach for the required instance
sizes. The results of our computational experiments on real-world data
demonstrate that our approach provides significant benefits.
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Inertial Algorithms for Monotone Inclusions and Fixed-
Point Problems
Juan Peypouquet

We present an overview of the dynamical aspects of old and new first-
order methods used in optimization and variational analysis, and how
inertial features and relaxation can help improve their performance.
Special attention will be paid to inertial and overrelaxed primal-dual
methods, as an illustration.

A primal-dual splitting algorithm for composite mono-
tone inclusions with minimal lifting

David Torregrosa-Belén, Francisco Javier Aragén Artacho,
Radu Ioan Bot

In this talk, we present a new primal-dual splitting algorithm for find-
ing a zero of the sum of maximally monotone operators composed with
linear operators. We show that the proposed method reduces the di-
mension of the product space where the underlying fixed point oper-
ator is defined, in comparison to other algorithms, without requiring
additional evaluations of the resolvent operators. In fact, our scheme
is proved to be minimal in some sense.

Iterative regularization for low complexity regularizers
Cesare Molinari

Iterative regularization exploits the implicit bias of an optimization
algorithm to regularize ill-posed problems. Constructing algorithms
with such built-in regularization mechanisms is a classic challenge in
inverse problems but also in modern machine learning, where it pro-
vides both a new perspective on algorithms analysis, and significant
speed-ups compared to explicit regularization. In this talk, we propose
and study the first iterative regularization procedure able to handle bi-
ases described by non smooth and non strongly convex functionals,
prominent in low-complexity regularization. Our approach is based on
a primal-dual algorithm of which we analyze convergence and stability
properties, even in the case where the original problem is unfeasible.
The general results are illustrated considering the special case of sparse
recovery with the £1 penalty. Our theoretical results are complemented
by experiments showing the computational benefits of our approach.

Cyclic CQ scheme for handling multiple dose-volume
constraints in inverse planning of Intensity-Modulated
Photon or Proton Therapy

Aviv Gibali

In this talk we present a feasibility-seeking problem with percentage
violation constraints. These are additional constraints, that are ap-
pended to an existing family of constraints, which single out certain
subsets of the existing constraints and declare that up to a specified
fraction of the number of constraints in each subset is allowed to be
violated by up to a specified percentage of the existing bounds. Mo-
tivation for studying such problems comes from the field of radiation

therapy treatment planning wherein the fully-discretized inverse plan-
ning problem is formulated as a split feasibility problem and the per-
centage violation constraints give rise to non-convex constraints. We
develop a string-averaging CQ method that uses only projections onto
the individual sets which are half-spaces represented by linear inequal-
ities.
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Competitive Industry’s Response to Environmental Tax
Incentives for Green Technology Adoption
Anton Ovchinnikov, Dmitry Krass

We consider market response to environmental taxes by firms produc-
ing a commodity good with a polluting by-product. The firms are
asymmetric (heterogeneous) with respect to production efficiency and
pollution control technology. Cournot (quantity) competition is as-
sumed, and two demand functions are considered: iso-elastic and lin-
ear. In this setting, two kinds of responses are considered: market re-
sponse, where firms choose production quantities given their technol-
ogy choices, and technology response, where firms also choose among
a discrete set of available pollution abatement technologies. We char-
acterize the market and technological equilibria in these settings and
examine the possibilities and limitations of using environmental taxes
as a mechanism to incentivize "green" technology choice. We also
show that the resultant equilibria and the impact of taxation may qual-
itatively differ depending on the demand function assumed.

Policy Mix Dynamics of Manufacturers’ R&D Investment
and Government Regulations within a Socio-Technical
System Case of Sustainable Transition to Alternative
Fuel Vehicle

Wissam EL Hachem

Within the context of sustainability transitions, specifically the transi-
tion from internal combustion engine vehicles (ICEVs) to alternative
fuel vehicles (AFVs), this paper investigates the interactions between
government regulations and the research and development (R&D) in-
vestment of car manufacturers in a green-sensitive and heterogeneous
market. Given that an unjust transition is not sustainable, the triple bot-
tom line of the said regulations and manufacturers’ policies is analyzed
via a simulation model backed with government data. We focus on the
socio-technical system in which these interactions occur and how it im-
pacts the evolution of the policy mix. Moderate levels of government
intervention and manufacturers’ investment best ensured the sustain-
ability of the transition. Furthermore, manufacturers’ profits were not
adversely affected by cannibalization in the long term, mainly due to
an increase in consumer environmental awareness and the enforcement
of government standards. When optimizing only the environmental or
economic performance, penalties should be transferred by the manu-
facturers to ICEV consumers. Moreover, maximizing profits and/or
minimizing emissions resulted in lower quality and higher prices than
when social factors were considered simultaneously with them. This
paper offers indicators to help manufacturers improve their strategic
R&D decisions in line with regulatory frameworks, while ensuring just
and sustainable transitions to AFVs.
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Servitization as an alternative business model and its
implications on product durability, profitability & envi-
ronmental impact

Ozgen Karaer, Mehmet Ali Kanatli

Servitization is the activity of selling the services provided by the
product rather than the product itself. It is a business model that
might be environmentally superior to conventional selling. Servitiza-
tion promises accessibility to the product’s functionality, pooling of
consumer use, and potentially products of better design. However, it
can also inflate consumption and result in a bigger environmental im-
pact overall. In this paper, we compare servitization with traditional
selling for a monopolist durable goods manufacturer from both an eco-
nomic and environmental perspective. In this comparison, we define
the durability of a product as the use capacity; that is, how many usages
it can endure before reaching end of life. We study the firm’s durability
decision, followed by the price/fee decision, and the consequent usage
in the market under each model. We find that servitization produces
durability levels that are robust to customer heterogeneity, and higher
than selling. Overall, environmental superiority of servitization hinges
on product related costs, customer heterogeneity, and market composi-
tion. It is, however, robust to varying environmental factors in the use
and manufacturing phases. When we compare environmental prefer-
ability with the economic incentives of the firm, we observe that they
are not always aligned.
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Rejection-proof Kidney Exchange Mechanisms
Bart Smeulders, Danny Blom

In this talk, we discuss mechanisms for collaboration between kid-
ney exchanges. We consider a situation where agents truthfully reveal
their patient-donor pool, but retain the option of rejecting proposed
solutions. They may reject any exchange involving their patients and
donors, and can use these to construct new internal exchanges, only in-
volving their own pool. Such rejection and re-optimization decreases
the total number of transplants, and thus should be avoided. We pro-
pose two mechanisms which compute kidney exchange solutions with
the property of rejection-proofness, i.e., no agent has incentive to reject
any exchange in the solution. The main mechanism does so optimally,
but computing the best solution satisfying rejection-proofness is com-
putationally challenging, the problem is Sigma-2-p-hard. We discuss
algorithmic work showing it is feasible in practice. A second mecha-
nism is also proposed, which is computationally simpler, but comes at
a cost in terms of the number of transplants. We show experimentally
that rejection-proofness can be achieved at a limited cost in terms of the
number of transplants. Finally, rejection-proof mechanisms also make
withholding information much less useful, even though these mecha-
nisms are not strategy-proof.

Evaluating the influence of certain attributes on a clas-
sification problem: an application to COVID-19 patients
Laura Davila Pena, Ignacio Garcia-Jurado, Balbina
Casas-Méndez

In this work, machine learning techniques are used to address a subject
of great relevance in classification problems: the evaluation of the in-
fluence of each of the attributes on the classification of individuals. In
particular, a measure of such influence is introduced using the Shapley

value, and an axiomatic characterization is provided based on the prop-
erties of efficiency and balanced contributions. Furthermore, some ex-
periments have been designed to validate the appropriate performance
of such a measure. Finally, the introduced methodology is applied to
a sample of patients infected with COVID-19 to study the influence of
certain demographic or risk factors on various events of interest related
to the evolution of the disease, such as hospitalization, admission to the
ICU, or eventual decease.

A game-theoretic model for effort competition in online
food delivery
Arvind Shroff, Bhavin Shah, Hasmukh Gajjar

The sustainability of the OFD depends upon the factors like food qual-
ity, hygiene level, payment facilities, proper packaging and other con-
siderations to optimize the impact on the environment. These factors
form the primary source of differentiation for the customers to com-
pare and purchase the products posted on the online platforms. Indeed,
the platform also indulges in introducing a cloud kitchen (CK) to cre-
ate a secondary level of differentiation. The CK allows the platform
to increase its sales by appealing to a more extensive array of con-
sumers’ preferences and improving the diversity in its offerings. Such
tie-ups are institutionalized through revenue sharing contracts, wherein
the platform charges commissions from restaurants opting to increase
the reach of their offerings through the platform’s subscribers’ base.
For instance, online platforms like Doordash, Meituan, Zomato and
Swiggy charge approximately 15-23% of the average order value as
commissions to form their core revenue stream. While the restaurant
exerts only self-efforts, the platform, by its online environment, exer-
cises its power to induce quality efforts on the CK and the restaurant,
either directly or indirectly. These efforts can be characterized as the
additional facilities, services, exposure and tools provided by the plat-
form’s environment, promoting the demand for online orders. We pro-
pose an analytical game-theoretic model to examine the effects of the
efforts exerted by the players.

Cooperation in Inventory Models with Exemptable Or-

dering Costs
Maria Gloria Fiestras-Janeiro, Ignacio Garcia-Jurado, Ana
Meca, Manuel Alfredo Mosquera-Rodriguez

In this paper we introduce and analyse several continuous review in-
ventory models in which the buyer(s) are exempted from transporta-
tion costs if the price of their orders is greater than or equal to a certain
quantity. We first consider a simple model with one agent and one
item. Then we study a model with one agent and several items for
which we obtain an optimal ordering policy and a procedure based on
cooperative game theory to evaluate the impact of each item on the to-
tal cost. Finally, we deal with a multi-agent model for which we obtain
an optimal ordering policy and a procedure based on cooperative game
theory to allocate the total cost among the agents in a stable way.

This research has been supported by Ministerio de Economia, Indus-
tria y Competitividad (MINECO), Agencia Estatal de Investigacion
(AEI), and the European Regional Development Fund (ERDF) through
projects MTM2017-87197-C3-2-P and by Xunta de Galicia through
Competitive Reference Groups grants ED431C 2020/03.

m MD-34

Monday, 14:30-16:00 - TO03

Strategic and Tactical Decision-Making in
Smart Mobility and Logistics

Stream: Smart Mobility and Logistics

Invited session

Chair: Ilke Bakir

97



MD-35

EURO 2022 - Espoo

1-

98

Service Network Design for City Logistics
Albert Schrotenboer

City logistics in large cities is often organized around a network of
small-sized city hubs, each only having a limited number of docks for
loading and unloading vehicles. Because time, and thus customer ser-
vice, is of the essence, it is crucial that the limited (un)loading capacity
is considered jointly while planning the distribution of goods between
the hubs. In this paper, we introduce a new and novel discrete-time
network design problem for city logistics that jointly determines com-
modity flows from origin to destination within a network of city hubs
and determines for each hub a schedule of loading and unloading oper-
ations. We formulate the problem on a so-called time-and-activity ex-
panded network, where each node resembles a particular activity (e.g.
loading) at a particular city hub at a particular time. Under mild as-
sumptions, we show that only using a limited amount of vehicle and
commodity paths through the network suffices to model each potential
consolidation action. The resulting formulation can be solved remark-
ably effectively with standard commercial MIP solvers. Furthermore,
we employ column generation and Benders decomposition strategies
within a matheuristic to find solutions in a quick and reliable way.
Computational results suggest that allowing for each potential consol-
idation action, compared to existing limited approaches, reduces cost
by on average 7%.

Strategic Global Supply Network Planning under Dis-
ruptions
Aybiike Eksi, Zehra Melis Teksan

In global supply chain networks, disruption management is an essen-
tial part of strategic decision making due to the increasing number of
world-wide disasters. Every component of the supply network, e.g.,
suppliers, production facilities, distribution centers and customers, are
affected by the global disruptions in different ways such as failure or
closure of the facilities, transportation disruptions, or high demand
volatility. While reducing the damaging impacts of these disruptions,
a typical goal of a supply chain network is to minimize the costs and
to maximize the service level.

In the related literature, there are network models which consider only
one type of disruptions which occurs only at one part of the network.
For instance, transportation disruptions that can happen in between
components of the network, suppliers’ facility failures, or peak demand
in emergency items for customers.

However, we see that a disruptive event has multiple causes of disrup-
tion in the supply chains. In this study, strategic disruption planning
for a global supply chain network is considered, where the effects of
multiple disruptions are analyzed.

We consider a finite planning horizon which is divided into discrete
time periods where optimal purchasing, production, distribution, and
demand satisfaction decisions are made. We model the problem as a
MILP where we analyze the effects of different disruption scenarios on
the optimal solutions.

It’s All in the Mix: Technology Choice between Driver-
less and Human-Driven Vehicles in Sharing Systems
Layla Martin, Stefan Minner, Marco Pavone, Maximilian
Schiffer

Operators of vehicle sharing systems such as carsharing or ride-hailing
might benefit from integrating autonomous vehicles into their fleet.
Here, the impact of optimal fleet size and composition on an opera-
tor’s profitability is not trivial due to the tradeoff between operational
benefits and higher investment costs for driverless vehicles. We ana-
lyze a two-stage fleet sizing and composition problem. The strategic
first-stage problem determines fleet size and composition decisions.
The operational second stage is a rebalancing problem, formalized as
a semi-Markov decision problem and approximated by a queueing net-
work to devise a scalable linear programming solution approach re-
sulting in a state-independent policy. We extend the queueing net-
work with SMDPs per station to allow state-dependent rebalancing.
A numerical study on artificial and real-world instances reveals a sig-
nificant profit improvement potential of driverless and mixed fleets.
Vehicle sharing systems can benefit from driverless vehicles, in real-
world instances profit gains amount to up to 3.9%. Frequently, a mix

of driverless and human-driven vehicles further improves profits. In
mixed fleets, the number of human-driven vehicles exceeds that of
driverless vehicles; on average 19.8% of all vehicles are driverless.
Even if demand is only slightly imbalanced and contribution margins
for both vehicle types are equal, operators can benefit from introducing
driverless vehicles into their fleet.

4 - Smart Sampling for Traveler-Oriented Multi-Criteria
Itineraries
Thomas Horstmannshoft, Jan Fabian Ehmke

Multimodal routing platforms are becoming increasingly popular as
new obility services have increased the options to organize door-to-
door travel. Travelers expect a diverse set of multimodal itineraries ac-
cording to their individual preferences (e.g. travel time, price, and the
number of transfers). A major challenge of recent multimodal multi-
criteria routing algorithms is to determine all non-dominated itineraries
in efficient runtime. Hence, we propose a smart solution space sam-
pling framework to approximate a set of Pareto-optimal multimodal
itineraries which scales well when multiple traveler preferences are
considered simultaneously.

We examine the Pareto-optimal solutions and derive characteristics of
potential interest for the traveler to make the search more transpar-
ent and explainable. Furthermore, we cluster the structure of Pareto-
optimal sets in terms of their similarity and predict for new queries
correspondingly similar structures based on available attributes. We
analyze whether the consideration of these predicted structures about
relationships between the respective preferences in the multi-criteria
solution space can enhance the frameworks efficiency and contribute to
the explainability of the solution set. The proposed framework is eval-
uated on real-world data of several mobility services analyzing long-
distance trips between major cities in Germany.
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1 - Weather-dependent vessel routing with speed optimiza-
tion: A case from offshore logistics in the North Sea
Andreas Ormevik, Kjetil Fagerholt, Frank Meisel, Karl Petter
Ulsrud, Anders Helgeland Vandvik

We consider a real planning problem arising in offshore supply logis-
tics, when supplying oil and gas platforms with cargo from an on-
shore depot using specialized supply vessels. The objective is to min-
imize sailing costs by determining routes and schedules for the ves-
sels departing the depot at a given day. Sailing costs mainly relates
to fuel consumption, which vary greatly both with the selected sail-
ing speed and the weather conditions at the given time. This results in
a Time-Dependent Vessel Routing Problem with Speed Optimization
(TDVRP-SO).

To solve the TDVRP-SO, a mixed integer programming (MIP) arc-flow
model is defined over a time-space network. Furthermore, we propose
an Adaptive Large Neighborhood Search (ALNS) heuristic, extended
with a local search, to solve larger problem instances. A set partition-
ing model that recombines promising partial solutions from previous
ALNS-iterations is also implemented.

Experiments conducted using realistically sized test instances illustrate
the superiority of the ALNS heuristic and its extensions compared to
the arc-flow model, which fails to solve the largest test instances within
reasonable time. Furthermore, our results highlight the importance of
considering the correct weather conditions when planning the vessel
routes, as, otherwise, the true costs of conducting the planned voyages
are substantially underestimated.
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An adaptive large neighborhood search for the multi-
port continuous berth allocation problem with speed
optimization

Bernardo Martin-Iradi, Dario Pacino, Stefan Ropke

More than 80% of the cargo is carried by sea, and the global demand
is expected to continue increasing in the coming years. This is forc-
ing shipping line carriers and terminal operators to explore new means
of optimizing their operations. The berth planning of a terminal is
categorized as one of the most critical sea-side operations due to the
scarcity of berthing space, and it is modeled as the berth allocation
problem (BAP). The aim of the BAP is to assign incoming ships to
berthing positions on the terminal, and the continuous version of the
problem assumes that ships can berth anywhere along the quay. We
extend the continuous BAP to multiple ports, thereby exploiting the
potential of a collaboration between carriers and terminal operators.
We denominate this problem as the multiport continuous berth alloca-
tion problem (MCBAP) and formulate it as a mixed-integer problem.
We present an adaptive large neighborhood search (ALNS) heuris-
tic to solve the MCBAP and compare its performance to commercial
solvers. ALNS achieves high-quality results within short computa-
tional times and presents greater scalability compared to commercial
solvers, which makes the ALNS more attractive from an operational
and planning perspective.

Primal-Dual Value Function Approximation for Stochas-
tic Dynamic Intermodal Transportation with Eco-labels
Arne Heinold, Frank Meisel, Marlin Wolf Ulmer

Eco-labels are a way to benchmark transportation shipments with re-
spect to their environmental impact. In contrast to an eco-labeling of
consumer products, emissions in transportation depend on several op-
erational factors like the mode of transportation (e.g., train or truck) or
a vehicle’s current and potential future capacity utilization when new
orders are added for consolidation. Thus, satisfying eco-labels and do-
ing this cost-efficiently is a challenging task when dynamically routing
orders in an intermodal network.

In this work, we model the problem as a multi-objective sequential
decision process and propose a reinforcement learning method, value
function approximation (VFA). For our problem, we face two addi-
tional challenges when applying a VFA, the multiple objectives and
the "delayed" realization of eco-label satisfaction due to future consol-
idation. For the first, we propose different feature sets depending on
the objective function’s focus, costs, or eco-labels. For the latter, we
propose enhancing the suboptimal decision making and observed pes-
simistic primal values within the VFA-trajectories with optimistic dual
ex-post evaluation when all information of a trajectory is known. We
show the advantages of both components in a comprehensive study for
intermodal transport via train and trucks in the European TEN-T cor-
ridors.

A New Mathematical Model for RoRo Ship Problem with
Considering Draft Limits
Seyed Parsa Parvasi, Alastair Main, Dario Pacino

Nowadays, maritime transportation has been known as the backbone of
global commerce, and it has benefitted from the contributions of many
OR researchers. In recent years there has been an increasing focus on
short-sea shipping, particularly on freight transported on Roll-On Roll-
Off (RORO) vessels. One of these new research areas is stowage plan-
ning: cargo arrangement into the ship. Though RORO stowage resam-
ples the well-researched container stowage planning problem, unique
planning elements such as loading paths for wheeled cargo make this
problem academically intriguing. Recent research has either focused
on the planning challenges of multi-port planning or on tackling ves-
sel stability constraints. This work integrates both these research paths
by studying the RORO stowage planning problem with multiple ports,
multiple decks, stability constraints, ballast tanks, and draft limitations.
‘We propose a mathematical model that maximizes the profit of the voy-
age by reducing the cargo re-handling costs and maximizing shipped
cargo. We also introduce the first set of public benchmark instances,
including stability data for three different ship sizes (small, medium,
and large). Preliminary results will be presented alongside the model
and detailed benchmark information.
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The fine line between life and death: Strategic place-
ment of Citizen Responder System defibrillators

Derya Demirtas, Robin Buter, Erwin W. Hans, Erik
H.koffijberg @utwente.nl, Ruud Koster

Citizen Responder Systems aim to improve volunteer CPR and de-
fibrillation of out-of-hospital cardiac arrests (OHCAs). Using mobile
apps, nearby citizen volunteers are alerted and guided towards the lo-
cation of the emergency. Some volunteers are also asked to retrieve
a close by automated external defibrillator (AED). However, numer-
ous AEDs are barely used due to poor location choices, while many
areas may lack appropriate AED coverage. In this study, we develop
a greedy randomized adaptive search procedure (GRASP) algorithm
that dynamically creates candidate AED locations and chooses near-
optimal locations for new AEDs. The strength of the algorithm is
that large instances can easily be solved since locations are created
dynamically, keeping the problem size manageable while being able
to evaluate a very granular set of candidate AED locations. We apply
this methodology to 29 municipalities in North Holland. The OHCA-
to-existing AED ratio vary vastly among the municipalities, ranging
between 1.2 and 50.0 (IQR 6.6 - 2.2). We show that the coverage of
OHCASs can increase from 49% to 62% through optimizing the loca-
tions of existing AEDs. On a municipality level, relative improvements
range from 1% to 122%. Adding 5, 10, 20 AEDs to each municipal-
ity, while keeping existing AEDs where they are, improved weighted
average coverage to 56.6%, 60.4%, and 66.6%, respectively. An esti-
mated total of 477 additional AEDs were required to match relocation
performance in every municipality.

Moving from theory to practice: Decision support for
emergency medical services using hybrid simulation
and analytics

Sven Watzinger, Stefan Nickel

Emergency Medical Services (EMS) provide first aid and, if necessary,
transportation to a hospital for patients in the case of an out-of-hospital
emergency. The performance of EMS systems therefore can have a
direct impact on the health and well-being of patients. From a logis-
tical perspective EMS are complex systems with stochastic influences
and multiple interdependencies. As such, EMS present logistical chal-
lenges at the strategic, tactical and operational level that are well suited
to be addressed by analytical models. To validate the model solutions
and compare different approaches, simulation is an often-used tool.
Due to the lack of available real-world data however, the models are
often validated by a single case study from one specific EMS region.
It is therefore unclear, whether differences in model performance can
be explained by the models themselves or are due to the characteris-
tics of the specific EMS region. A current project, EVRALOG-BW, in
our county of Baden-Wuerttemberg, Germany, provides us with access
to real-world data from different EMS regions enabling us to compare
models across EMS systems with different characteristics. We there-
fore investigated whether we can find indications, that the character-
istics of EMS systems or model parameter choices have an impact on
the comparative performance of analytical EMS models. In our talk
we will present preliminary results of conducted studies and discuss
further research directions.
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Assessment of exponential smoothing methods for
spatio-temporal forecasting of EMS call volumes
Mostafa Rezaei, Armann Ingolfsson

Forecasting emergency medical service (EMS) call volumes is critical
for resource allocation and planning. The development of many com-
mercial and free software packages has made a variety of forecasting
methods accessible. Practitioners, however, are left with little guid-
ance on selecting the most appropriate method for their needs. Using 5
years of data from 3 cities in Alberta, we compute exponential smooth-
ing forecasts for 8-hour periods for each ambulance station catchment
area and with a forecast horizon of two weeks. The methods that we
consider differ on two spectra: the number and type of time-series
components and the way in which forecasts at a specific resolution
are converted to forecasts at the resolution of interest. We find that it
is important to include a weekly seasonal component when forecasting
EMS demand. Multiplicative seasonality, however, shows no benefit
over additive seasonality. Adding other time-series components (e.g.,
trend, ARMA errors, Box-Cox transformation) does not improve per-
formance. Spatial resolutions of station catchment area and lower, and
temporal resolution of 4-24 hours perform similarly. We adapt an ex-
isting hierarchical forecasting framework to a two-dimensional spatio-
temporal hierarchy, but find that hierarchical reconciliation of forecasts
does not improve performance at the forecast resolution of interest for
tactical planning. We show that added complexity does not materially
improve forecasting performance.

A Multi-Modal
Drones
Melanie Reuter-Oppermann, Sara Ellenrieder

Approach to Locating Defibrillator

Drone technology has rapidly evolved over the last few years. In-
creased payload capabilities as well as high forward velocities of over
100 km/h often allow drones to deliver goods faster than traditional
transport modalities such as vehicles. Therefore, drones offer a vari-
ety of benefits for delivering medical goods, especially for emergency
medical services, which operate under intense time pressure. Out-of-
Hospital Cardiac-Arrest (OHCA) is still one of the leading causes of
death today and decreasing the response times to OHCAs by integrat-
ing drones into the existing emergency and pre-emergency logistics
could significantly increase survival rates. In this talk, we present an
approach to define optimal locations for drone base stations to deliver
defibrillators to OHCA victims. We formulate a bi-criteria multi-modal
and multi-period maximum coverage location model considering cost-
efficiency, transport reliability and demand shifts as well as coverage.
We solve several scenarios for the State of Hesse, Germany, and com-
pare our results to a bi-criteria set covering problem, which ensures
full coverage. Results show that 24 drones transferring between 33
stations that are primarily allocated to semi-urban areas, can increase
the share of OHCA cases receiving a defibrillator in less than 5 minutes
by 74.5% in a multi-model pre-EMS and EMS network.
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Integrating Shift Planning and Pick-up and Delivery
Problems under Limited Courier Availability
Pinar Ozyavas, Evrim Ursavas, Paul Buijs, Ruud Teunter

With the rise of e-commerce and the on-demand economy, increasing
time pressure and the importance of customer satisfaction make it more
important to plan and execute last-mile operations carefully. Addition-
ally, working arrangements for couriers have become more flexible.
While this increased flexibility is cost-effective from the perspective

of the delivery companies, it complicates their planning processes be-
cause the couriers may have limited availability. To better manage
couriers on a flexible basis, delivery companies offer multiple shifts so
that the couriers can specify their availability per shift. Due to these
developments, matching delivery requests with the couriers is becom-
ing a challenging and an important logistics problem. In this study,
we introduce a variant of pick-up and delivery problem with time win-
dows with profits and shifts. The couriers are allocated to shifts based
on their preferences and vehicle availability. To ensure on-time service
and efficient use of capacity of the vehicles, the model also decides
on the couriers’ routes. The objective is to maximize the profit ob-
tained from the customer requests served (on time) minus hiring costs
of couriers. We provide a set partitioning formulation for our prob-
lem and solve it exactly by a branch-and-price algorithm. Finally, we
provide computational results on practically relevant instances adapted
from the literature.

New Solution Approaches for a Last Mile Delivery Prob-
lem with Parcel Lockers
Roberto Zanotti, Valentina Bonomi, Renata Mansini

In recent months, e-commerce has experienced dramatic growth,
mainly due to the COVID pandemic. As a consequence, traffic in city
centers and main roads has increased. Among the solutions identified
to reduce this negative impact, parcel lockers are receiving consider-
able attention. Instead of delivering parcels directly to a customer’s
home, a last-mile delivery company can leave them in secure parcel
lockers where customers can pick them up later. This approach can
be extremely beneficial for the company, given the expected reduc-
tion in traveled distances. However, an often-neglected impact is the
environmental one. In this work, we focus on a location and routing
problem that considers as objective function the minimization of the
overall emissions due to both the delivery company and the customers
that need to collect their parcels. A key aspect of the problem is the
introduction of different customer profiles, that define the distance that
a customer is willing to travel with or without using zero-emissions
transportation means. We propose a mathematical formulation for
the problem and a matheuristic algorithm based on the kernel search
framework to solve it. The computational results, obtained on a com-
prehensive set of instances, provide interesting insights and emphasize
how the role of customers is one of the main drivers for controlling the
environmental impact.

Modelling and optimization of crowd-shipping for last
mile delivery
Walid Behiri, Sana Berraf, Nicola La Palombara, Pietro Folco

Nowadays, the freight transport in cities and particularly the delivery of
parcels has a multidimensional negative impact (CO2 emissions, other
pollutants, noise, traffic congestion...). In this work, we study an al-
ternative way to deliver parcels based on the crowd-shipping which
takes place in the last mile delivery. From an operational point of view,
citizens who actively participate in this crowd-shipping service during
their daily travels, pick up parcels from specific urban pick-up points
and deliver them to the address of the referred customer, using the
available space in their vehicles. The delivery take place between the
origin and the final destination of the occasional drivers. It is impor-
tant to note that the studied crowd-shipping service is designed to be
combined with a normal shipping service, which is a fundamental vari-
able for fulfilling delivery agreements with the customer. In addition,
the real time changes like occasional drivers who can no longer de-
liver parcel or who have refused the assigned one, the arrival of new
parcel transport demands ... must be considered to ensure the overall
efficiency of the proposed service. The described problem has been
formulated into a Mixed Integer Program and a rolling horizon ap-
proach is developed to take into account periodically the disturbances.
The studied problem being NP-hard, an original heuristic is developed
to obtain feasible solutions quickly, particularly for large instances.

The Mobile Production Vehicle Routing Problem: Using
3D Printing in Last Mile Distribution
Stefan Ropke, Simon Klint Bergh, Yu Wang, Min Wen
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In this talk, we present a new variant of the vehicle routing problem
where the production of goods takes place inside the delivery trucks
while en route to customers. This is, for example, possible if the prod-
ucts to be delivered can be produced using 3D printers. Adding pro-
duction capabilities to the trucks complicates solution methods since a
production scheduling problem must be solved simultaneously with an
ordinary vehicle routing problem. The main advantage of the produc-
tion/delivery form is that it allows a very short lag between order time
and product delivery.

We present an adaptive large neighborhood search algorithm for the
problem and present results from static and dynamic cases. Results
are compared to the case where the production takes place in a central
warehouse and products are delivered using ordinary trucks.

m MD-38

Monday, 14:30-16:00 - V002

Humanitarian Logistics: Scheduling,
Location

Stream: Humanitarian and Healthcare applications (con-
tributed)

Contributed session

Chair: Eren Ozceylan

1 - Minimizing Emergency Assembly Points using Set Cov-
ering Analysis: A Case of Gaziantep University
Eren Ozceylan

Emergency assembly points (EAPs) are safe areas where people can
gather away from the dangerous area in order to prevent the panic that
will take place until the temporary shelter centers are ready after dis-
asters and emergencies. Determination of a suitable site for an EAP is
crucial to decrease the negative impacts of disasters/emergency situa-
tions. The number and locations of EAPs must be at a required level
to cover all potential victims. To solve this problem scientifically, the
aforementioned conditions should be modeled as a set covering loca-
tion (SCL) problem. In this paper, the EAPs in the Gaziantep Uni-
versity campus are discussed and evaluated. To do so, the 32 current
points are considered as source nodes, and 65 buildings are considered
as demand nodes. The number of EAPs is minimized under different
travel distance limits to cover the population who are evacuated from
buildings. An integer programming formulation is applied to evaluate
the current EAPs and the suitability of existing point signs is discussed.
As aresult, the required number of EAPs is determined and minimized.

2 - A multi-period location-routing model for search and
rescue teams in a disaster relief network
Kamran Sarmadi, Mehdi Amiri-Aref

Disasters including earthquakes, floods, and fires lead to serious casu-
alties and immense economic damages. The severity of these losses is
linked with the performance of search and rescue (SAR) teams. Once
the location of the known or potential victims is identified, designing
an efficient disaster relief network is inevitable. Such network provides
solutions to the following challenges: the number and location of tem-
porary base of operations (TBO) from which responding SAR teams
are mobilised, the allocation of affected sites to the designated TBOs,
the exact number of SAR teams, and the corresponding routing deci-
sions to visit affected areas within the rescue operational periods. To
tackle this problem, we propose a multi-period location-routing prob-
lem which is formulated as a mixed-integer programming model. In
practice, one of the critical objectives in response to the affected sites
is to rescue casualties within immediate operating periods, minimizing
the number of fatalities. To address this important issue, we propose
a loss function which guarantees that the number of un-served victims
due to the lack teams and the assigned operating time, remains at min-
imal level. Additionally, the model ensures that any un-served victim
in a period will be served in the very next period. The applicability of

the proposed model is tested based on a hypothetical case with realistic
data. Finally, useful managerial insights are presented through various
computational analyses.

3 - On the analysis of an idealized model to manage gaso-
line supplies in a short-notice hurricane evacuation
Rajan Batta, Monir Sabbaghtorkan, Qing He

Gasoline shortages and long lines at the pump spread at stations is a
well-known challenge during large-scale evacuations ahead of hurri-
canes. One of the reasons for this problem is that evacuees rush to
fuel up in a panic. Therefore, they attempt to get as much gas as they
can without considering their true need and without considering other
evacuees. An idealized management of gasoline supply is one in which
each evacuee that needs gasoline to successfully evacuate is assigned
a specific gas station along an evacuation route where they would be
permitted to fill gas. Each gas station is restricted to a specific amount
of gasoline per vehicle. This paper develops a mathematical formula-
tion for such an idealized framework. The objective of the formulation
is to maximize the number of evacuees that successfully reach the safe
zone. The model takes into account different initial fuel level of evac-
uees, different evacuation starting times, and dynamic flow demand
volume for each path over time. The superiority of the idealized evac-
uation over a simulated uncontrolled evacuation, in different scenarios,
is verified on a small example. The idealized evacuation model is also
applied to a real-world hurricane evacuation scenario in the evacua-
tion network of St. Johns County, Florida. The results show that the
idealized evacuation model manages a high percentage of evacuees to
successfully reach the safe zones, even with a short amount of gasoline
supplies available.
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1 - Rapid development of new models: an introduction to
SPINE
Juha Kiviluoma, Toni Lastusilta, Manuel Marin

When building new models, a lot of time can be spent on developing
user interfaces and on the management of data. EU project Spine has
developed a set of open-source tools that provides the required inter-
faces so that the user can focus on building the actual model. This
workshop will demonstrate how to use Spine tools for rapid develop-
ment of new models, with an example from the energy systems. The
session will start with Spine Toolbox, which is a software to manage
data, scenarios and workflows for modelling and simulation. After
that, Spinelnterface.jl is used to access data directly from a Spine Tool-
box database in order to build the example model in the Julia JuMP
environment. For more information see .
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Future trends in vertical transportation
Marja-Liisa Siikonen

In the middle of the 19th century, the invention of a safety device
that prevented elevators from falling enabled the construction of tall
buildings and skyscrapers. At first, the elevators were made of electro-
mechanical components. A challenge in tall buildings was that the
elevator groups could occupy nearly 50 % of the rentable area of a
building. In the 1970-80s, software-based control systems invaded el-
evator technology. Passenger service level was improved by applying
mathematical methods such as Artificial Intelligence. In the 1990s as
the old relay boards of the skyscrapers in New York were modernized
by the software-based group controls, passenger waiting times dropped
to less than a half. In the 21st century, the need to decrease elevator
core space has further grown since a significant number of buildings
already exceed 300 -800 meters. At the elevator planning stage, eleva-
tor core space can be decreased by zoning and by arranging sky lobbies
in the higher part of the building. With the destination control systems,
passenger journey times could be decreased. The latest trends include
systems with several elevator cars running in the same shaft. Covid-19
sets its requirements for smaller cars. This article considers elevator
planning with core space minimization and still meeting the required
passenger service level. In the comparison of different solutions and
technologies, people flow in a building is simulated with the KONE
Building Traffic Simulator.
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1 - Roundtable with Forums

Julia Bennell

This is a roundtable event of the three EURO forums: EUROYoung, the
Practitioners’ Forum and WISDOM. The roundtable aims to explore
the opportunities and challenges of conducting OR research, focusing
in particular on research funding. The panellists span academics, prac-
tionners, and policy makers. The speakers and moderator are:

Speaker: Prof Giovanni Felici, Director of the Institute for Computer
and System Science of the Italian National Research Council.

Born in Rome in 1967, Giovanni Felici graduates in Statistics at Uni-
versity of Rome La Sapienza in 1989 and is awarded the title of Master
of Science in Operations Research and Operations Management by the
University of Lancaster, UK, in 1991. In 1995 he successfully de-
fends his Ph.D. dissertation in Operations Research at the University
of Rome La Sapienza. Since 1994 his research activity is based at
the Italian National Research Council of Italy (CNR), where he cov-
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Speaker: Dr Juan Miguel Morales Gonzalez, Universidad de Malaga.
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